Active Disturbance Rejection Control of Carrier-based Aircraft Based on Multi-objective Immune Optimization
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Abstract: In the design of control system, if only the control precision is taken into account, the control energy may be too large, but in a real system, control energy is often limited. Based on this, the attack angle error and engine power are treated as optimization objectives, then the parameters optimization of ADRC are viewed as multi-objective optimization. The parameters of active disturbance rejection control(ADRC) are calculated by improved Memetic immune algorithm, the Pareto set of attack angle error and engine power are obtained. The results show that the engine power could be reduced effectively within the range of allowable attack angle error by choosing parameters reasonably in Pareto set.

Introduction

When modern carrier-based aircraft landing, the attack angle need to be constant mostly[1], that is, on the premise of attitude stabilization, the attack angle is controlled by engine thrust, so as to achieve flight path angle following command fast and accurately[2][3].

The Active Disturbance Rejection Control(ADRC)[4] can estimate and compensate the disturbance in real time, it is a robust control strategy based on “error elimination”. Since the ADRC was proposed, it has been used in the field of aviation and aerospace for a considerable number of applications [5][6][7]. But because of its amounts of adjustable parameters, it is needed to be optimized based on different parameters tuning principles or optimization algorithms [8][9][10][11].

The existing optimization strategies for the parameters tuning of the ADRC are only based on the control accuracy, which may cause large energy consumption, so the actual energy limitation may cause control performance degradation, or perhaps fewer energy was needed to get almost the same control accuracy. In view of this, the angle of attack error and the thrust were viewed as two separate optimization objectives, and the improved Memetic immune algorithm was used to optimize the parameters of the ADRC.

Problem Description

The ADRC generally includes tacking differentiator(TD) ,which is used to arranging the transient process, the extended state observer (ESO) ,which is used to observe the disturbance,and the nonlinear state error feedback (NLSEF). The traditional method for the optimization of the parameters of ADRC is based on some criteria, and the absolute value of the error combined with time is the only optimization objective. Since the ADRC does not take the upper limitation of the control energy into account, the controller parameters tuned by traditional method may cause the control energy exceed the energy limitation.

Therefore, this paper take the control energy as another object to be optimized, so the optimization problem of the parameters of the ADRC can be described as:

\[
\begin{align*}
\min f_1 &= \int |e| \, dt \\
\min f_2 &= \int |u| \, dt
\end{align*}
\]

Combined (1), (2) and the relevant parameters’ selection principle, the search space can be
Improved Memetic Immune Optimization Algorithm (IMIAMO)

Memetic immune optimization algorithm (MIAMO) is developed by Qi Yutao\cite{12}, which is based on NNIA\cite{13} and NNIA-II\cite{14}. The MIAMO is more efficiency, the basic steps can refer to \cite{12}.

However, in solving the classical multi-objective test problems such as ZDT6 and DTLZ2, the MIAMO algorithm is easy to fall into local optimum. In order to improve the search efficiency of and the approximation ability to the global optimal solution, the MIAMO is improved as:

1. The Memetic operator is improved, and the new generation of antibodies was non-uniform mutated\cite{15}\cite{16} after differential evolution, to improve the global optimal approximation ability;

2. The crossover mutation operator in the original algorithm is improved to new operator, which is based on the rank\cite{17}.

Algorithm Verification

In order to test the performance of the improved algorithm, two standard multi-objective optimization test problems\cite{18}\cite{19}\cite{20} are selected: ZDT6 and DTLZ2. The experimental results of the MIAMO and NSGA-II algorithms are compared.

The performance of the algorithm is evaluated by using a comprehensive evaluation index (IGD)\cite{21}. IGD could measure the convergence and diversity of multi-objective optimization algorithm, the smaller the value, the better performance of the algorithm\cite{12}. In order to verify the robustness of the algorithm, the test problems are calculated 30 times using the different algorithms respectively. The IGD value of the 30 calculation results is used as the final evaluation index.

The algorithm is set up as follows: the crossover mutation operator is set with the same parameters, the crossover probability is 0.8, the mutation probability is 0.8+1/n, n is search space dimension, and the cross distribution index and the variation distribution index are set to 20.

In IMIAMO and MIAMO algorithms, the size of the non-dominated population nD is set to 100, the size of the activation population nA is set to 20, the size of the clone population nC is set to 50, the neighbor list S is set to 20, and the PD is set to 0.5. The population size of the NSGA-II algorithm is set to 100. The three algorithms are set to iterate 200 times. The results are shown in figure 1-5.
Figure 1 are the best results of the three algorithms for the test problem ZDT6. It can be seen that the NSGA-II do not obtain the Pareto set in all the 30 evolutions; however MIAMO can obtain the Pareto set, but most of them fall into the local optimal solution.

Figure 2 are the best results of the three algorithms for the test problem DTLZ2. By the results we can see that the convergence of DTLZ2 is better, but the diversity is poor. MIAMO is unable to converge to the true Pareto set, but IMIAMO obtained the Pareto set with a good diversity.

Figure 3 is IGD value of three different algorithms. Although ZDT6 can converge to the real Pareto set, the robustness of the algorithm is poor, the optimal results in the case of the MIAMO are treated as a wild value, and the median is greater than NSGA-II and IMIAMO.

From the above graphs, the MIAMO is better than NSGA-II or IMIAMO in solving the problem of two dimensional multi-objective optimization. The diversity of the solution is better than that of NSGA-II when solving the problem of 3D multi-objective optimization. And MIAMO cannot guarantee the convergence to the true Pareto optimal solution set in the solution of 3D multi-objective optimization problem. In conclusion, the IMIAMO algorithm is better than MIAMO algorithm in solving some multi-objective optimization problems.

Optimization Results of ADRC

Taking (3) as the optimization objective, the parameters of ADRC are optimized by IMIAMO algorithm, and the Pareto solution set of attack angle error and engine thrust is shown in Figure 4.

In figure 4, $f_1 = \int \epsilon \cdot dr$, $f_2 = \int |\epsilon| \cdot dr$. The smaller the angle of attack, the smaller the error of the angle of attack is. In Figure 4, we can see that the results of single objective optimization are included in the results of the Pareto set, the control energy can be reduced efficiently by choosing proper parameters.
Conclusions

This paper designed the ADRC controller of carrier-based aircraft’s power compensation system, the parameters of the controller are tuning by improved MIAMO with the attack angle error and the engine thrust as two different optimal objectives. The MIAMO algorithm is improved to overcome the drawback of falling into the local optima in solving some multi-objective optimization problems, the experimental results verify the validity of the improved algorithm; the Pareto set of attack angle error and engine thrust is obtained by IMIAMO, the control energy can be reduced effectively by choosing parameters rationally.
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