Speech Dereverberation Based on Sparse Matrix Decomposition
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**Abstract.** Because of the increasingly demands of high quality audio signal, speech dereverberation, as the preliminary processing of speaker recognition and automatic speech recognition (ASR), becomes more and more important. The speech obtained from microphones is always distorted by reverberation. Conventional approaches always build a model to dereverberate speech. However, in different environments, these models may not be effective. For this reason, we propose an algorithm which does not base on any environment model assumptions so that it can be used for all speech. A piece of clean speech can be represented through a sparse matrix. The reverberated speech matrix can be decomposed into two matrices, clean speech matrix and reverberated noise matrix, to capture the sparse components of the speech using Robust Principal Component Analysis (RPCA). Evaluations via many different criterions show that the new approach preserves the clean speech’s information well and dereverberate the speech well.

**Introduction**

Speech dereverberation is vital in many conditions such as automatic speech recognition and speaker recognition. The speech captured by microphones is generally smeared by different kinds of noise. In this paper we pay our attention to multiplicative noise. Reverberated speech is the result of a room impulse response convolving with a piece of clean speech. A reverberated noise is the subtraction between reverberated speech and clean speech. The spectral subtraction algorithm [1] dereverberates the speech by subtracting the reverberated noise from reverberated speech via some prior knowledge. Gaussian Mixture Models (GMM) and context-dependent microphones for acoustic modeling are used in LSA method [2] to dereverberate the speech. The Multiple Regression [3] algorithm dereverberates the speech by using multiple distributed microphones to evaluate a adaptive nonlinear regression. Unlike the above models, we use a matrix decomposition model to dereverberate speech. We assume that clean speech matrix is a sparse matrix and reverberated noise matrix is a low rank matrix. A sparse matrix and a low rank matrix can be decomposed from a reverberated speech matrix by Robust Principal Component Analysis (RPCA) [4] effectively. RPCA have been used in speech enhancing recent years. [5] proposes a novel speech enhancement system based on decomposing the spectrogram into sparse activation and a low-rank background model. In this paper, we use RPCA to dereverberate speech.

**Suppression of Reverberation Based on Matrix Decomposition**

A. Basic model

The reverberated speech can be described as follow. The \( x(t) \) delegates our observed speech with reverberated noise, then

\[
x(t) = a(t) \ast s(t), (1)
\]

where \( a(t) \) and \( s(t) \) are room impulse responses and clean speech. And \( \ast \) is convolution operator. Performing short-time Fourier transform (STFT), we can obtain the time-frequency signal \( X(n, k), S(n, k), A(n, k) \), which are corresponding to \( x(t), s(t) \) and \( a(t) \) respectively. Now we are supposed to
obtain $S(n, k)$ from $X(n, k)$. We propose a assumption that the clean speech matrix can be decomposed into two matrices as follow

$$X(n, k) = S(n, k) + N(n, k),$$

where $N(n, k)$ denotes the STFT spectrum of reverberated noise. In this paper, we pay our attention to late reverberation which occurs at approximate 50ms to 80ms after the arrival of direct signal. The direct signal is the first arrival from a distant talker to microphones. The reverberated noise represents the noise caused by late reverberation. $S(n, k)$ denotes the STFT spectrum of direct signal and the noise caused by early reverberation. Early reverberation occurs at approximate 50ms to 80ms before the arrival of direct signal. Our approach concentrate on removing reverberated noise, which seriously corrupt the speech signal. The flow chart shows in Fig 1.

**Fig. 1** The operation flow chart.  
**Fig. 2** Speech wave and STFT spectrum of clean speech.

**B. The principle of our approach**

The clean speech matrix is a sparse matrix. Every signal can be represented by a sparse matrix through a kind of transform. There are a large number of blank points of clean speech in time domain and the clean speech is combined of only a limited number of frequencies. So we can represent the clean speech as a sparse matrix on spectrogram of STFT. For example, in lounge, we use speech FAK OO21641A to represent the sparsity of the clean speech. The Fig 2 is the speech wave and STFT spectrum of the clean speech. The reverberated noise matrix is a low rank matrix. There are some preliminary experiments proving this character of reverberated noise. Table I and Table II show the proportion of the eigenvalues which are approximately equal to zero in different environments. When eigenvalues are smaller than one thousandth of the maximum value, which is approximate 0.02, we consider them as zeros. The result shows that the reverberated noise is low rank. The characteristics of the early reverberation depend strongly on the positions of the speaker and microphones. By contrast, the magnitude of the late reverberation is independent from the positions. In different environments or different periods of time, the reverberated noise matrix is invariant in some degree so that the reverberated noise matrix can be represented by a low rank matrix.

On the other hand, the spectrogram of the reverberation also shows some other information. Higher frequencies may only appear in short period of time. After that time, there are only lower frequencies in the spectrogram. As a result, each frame from STFT spectrum of reverberate speech is a weighted composition of a certain time period of frames from the STFT spectrum of clean speech. Especially, for high frequencies, the time period is approximate 3 or 4 frames before that frame from STFT spectrum of reverberate speech. For low frequencies, the time period is all the frames before that frame from STFT spectrum of reverberated speech. The Fig 3 and 4 is speech wave and STFT spectrum of reverberated speech. High frequencies of STFT spectrum of reverberated speech are shown in the red square as an example. Low frequencies of STFT spectrum of reverberated speech are shown in the blue square. Based on the principle mentioned above, we decompose the reverberate
speech matrix into a low rank matrix, which delegates the reverberated noise matrix, and a sparse matrix, which delegates the clean speech matrix.

C. RPCA
RPCA is an effective method to decompose a matrix into a sparse matrix and a low rank matrix. As stated above, we want to obtain two components which are the solution of the following equation
\[
\min_{N,S} \text{rank}(N) + \lambda \cdot \|S\|_0, \text{ s.t. } X = S + N, (3)
\]
in which \(X \in \mathbb{R}^{n \times k}\), \(S \in \mathbb{R}^{n \times k}\), \(N \in \mathbb{R}^{n \times k}\). \(\| \cdot \|_0\) norm is the number of non-zero entries in a matrix and \(\lambda\) is a tradeoff parameter between the \(\|S\|_0\) and the \text{rank}(N). However this is a highly non-convex optimization problem and we can obtain an optimization problem by relaxing (3) to the following convex surrogate:
\[
\min_{N,S} \|N\|_\infty + \lambda \cdot \|S\|_1, \text{ s.t. } X = S + N, (4)
\]
\(\| \cdot \|_1\) is the \(\ell_1\) norm which is the summation of absolute values of matrix entries and \(\| \cdot \|_\infty\) denotes the nuclear norm of a matrix which is defined as the summation of all singular values respectively. We expect \(N\) to be the reverberated noise and \(S\) to be the clean speech. We perform the decomposition as follows: First, we obtain the spectrogram of reverberated speech calculated from the STFT after overlapped framing and half padding. Second, We divide \(S(n, k)\) and \(X(n, k)\) into some small blocks. Third, we divide the matrix into real part and imaginary part. Then, we use the inexact Augmented Lagrange Multiplier (ALM) method [6] to solve (4) to obtain the real and imaginary parts of noisy spectrogram, separately. Then we synthesize \(S_r\) and \(S_i\).
\[
S_r = S_r + i \cdot S_i, (5)
\]
Finally, we obtain the dereverberated speech. Through this method we can extract clean speech out from reverberate speech.

**Experimental Results**

A. Database
We evaluate our approach using the CENSREC [7] databases, which are distant-talking speech’s corpus and evaluation frameworks. In those databases, they simulate various environments by convolving the clean speech with room impulse responses in real environments. We use testsetB and testsetD to do our experiments. TestsetB (lounge, J-s room, meeting room and J-s bath) is a simulated reverberated speech by convolving the impulse responses with the clean speech. There are 4,004 utterances by 104 speakers (including 52 females and 52 males). TestsetD (office, in-car, lounge, meeting room) is recorded data in real environments. This data set was recorded by ten human speakers (five females and five males). There are 2,536 utterances (2,536 files) in testsetD. We choose a part of samples randomly in each environment.

B. Experimental criterions
In our experiments, we choose $\lambda = 12$ and every block has 70 columns. Larger $\lambda$ means our approach presents the sparsity of clean speech matrix better. Smaller $\lambda$ means our approach presents the character of reverberated noise matrix better. When $\lambda = 12$, it balances the characters of clean speech and reverberated noise well. We divide reverberated speech matrix into blocks which have 70 columns. The experimental results demonstrate that this way to divide matrix can remove the late reverberation effectively. We use some criterions to evaluate the results of our experiments. llr mean means the distortion degree of the signal. Lower llr mean indicates less distortion degree of the signal. SegSNR [8] denotes the efficacy of removing reverberated noise. Higher SegSNR indicates less power of noise. wss dist is weighted spectrum slope. Lower wss dist indicates less distortion degree of the signal. pesq mos [9] means how well the dereverberated speech preserve the information of the clean speech and higher pesq mos indicates that the dereverberated speech is closer to the clean speech [10].

C. Experimental results

We compare our method with four different approaches. ”Spectral subtraction” means speech dereverberation by spectral subtraction [1], ”LSA” means using a minimum meansquare error log-spectral amplitude estimator [11] to dereverberate speech, ”Multiple Regression” means using nonlinear multiple regression to dereverberate speech [3]. Table III, Table V, Table VI, Table IV, Table VII show the results of our method in testB. Fig 5 and Fig 6 show the results of our method in testD. The results indicate the efficacy of our method in terms of preserving speech information for the llr mean is low, the pesq mos is high and wss dist is low. SegSNR is high, which proves our approach’s efficacy in terms of dereverberating speech. As we can obtain from the criterions above, our method is useful to dereverberate speech and has stability in different environments. Our method is the best in the four approaches.

Conclusions

We proposed an approach based on RPCA to dereverberate speech. Experimental results demonstrate that our method outperforms many traditional methods in most environments. And this method has robustness in preserving the clean speech’s information and dereverberating speech. Even if in some environments some criterions aren’t good enough, they are approximately equal to the criterions in other methods (in testB). In general, our method is the best. In the future, we will do some other listening tests to further examine the presented method. And with some post processing the dereverberated speech will be more effective.
Fig. 5 SegSNR in different environments using different ways.

Fig. 6 PESQ in different environments using different ways.
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