A new Similarity Measure for the Context Quantization based on the Statistic Counting Model
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Abstract—In this paper, one new similarity measure which holds better mathematical description is given and discussed in details. The increment of the amazing measure, which denotes the similarity measure between two count vectors is discussed in this paper and its corresponding properties are also explained. We also give the analysis and the proof to explain the efficiency of the proposed similarity measure. The experimental results indicate that when using the proposed similarity measure, the corresponding results for different applications can be optimized.
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I. INTRODUCTION

In a lot of application areas, the statistic model play a important role for estimating the corresponding probability distributions. These probability distributions are then used to analysis the probabilities which some things happen. In some application case, the clustering of the probability distributions is one of efficient method for statistic analysis. However, it is different from data clustering, the merging operation for probability distributions is similar to vector clustering, which implies that the traditional similarity measure, such as Euclidean Distance, is not suitable for vector clustering. Although the the relative entropy [1] which is referred to as K-L distance between two probability distributions can be used to measure the similarity between these two distributions. However, K-L distance is asymmetric, which implies that it is not suit for becoming the similarity measure for clustering. On the other hand, the complexity of one probability distribution is significant for clustering operation. In [2,3], Rissanen proposed the description length to describe the statistic complexity of one probability distribution which is estimated by using its corresponding count vector. In [4,5], Wu gave the proof that the description length is equivalent to the adaptive code length when this distribution is used to drive the arithmetic encoder. However, the description length holds high computation complexity. In [6], we proposed the rapid calculation method for the description length to extend the application of the description length. In [7], the increment of the description length is proposed to the similarity measure and it is used for the image wavelet compression in [8]. Although the increment of the description length perform better estimation efficiency than K-L distance. It also satisfy all features the similarity measure should have.

Actually, in the derivation of the increment of the description length, a novel item which is included in the representation of the increment of the description length attracts our focus. In this paper, it is referred to as amazing measure. It implies that the probability distribution which comes from the statistic estimation is better of not. Meanwhile, we find that amazing measure has the feature that this distribution is away from the uniform distribution. It implies that the amazing measure is one distance measure for the probability distribution which comes from the counting estimation. By them, the increment of the amazing measure should be the similarity measure for two distributions. In this paper, we will discuss this problem in detail. A such derivations will be given in our discussion to indicate that those features which the amazing measure holds are suit for clustering. Meanwhile, in [10,11], the previous works similar with our work are extended. Especially, in [12], the similarity measure is suggested for the compression of the genome sequence, which implies that the context quantization is significant to the biological data compression.

The structure of this paper is sketched as follows: In section 2, the description length is introduced firstly and the increment of the description length is discussed. In
section 3, the amazing measure is proposed and the increment of the amazing measure is discussed in detail. In section 4, an easy application of the increment of the amazing measure in the course estimation is given. The conclusion is given in section 5.

II. DESCRIPTION LENGTH

For a event collection, the scale of its possible solution space is equal to $L$. For some numerical applications, it implies that the source is $l-ary$. When statistic counting method is proposed to estimate the trend of events, the corresponding counting vector $V$ can be obtained as (1) given.

$$V = \{n_0, n_1, \ldots, n_{L-1}\}$$

(1)

This counting vector will be used to estimate the probability distribution. If $n_j > n_i$, the resulted distribution will be very singular. Then the possibility of one event will become more clearly. However, in practice, this situation is not usually present. More is the distribution represents different form, which is difficult to lead to well estimation. In order to tackle this problem, the description length is proposed. For the counting vector $V$, its corresponding description length $L$ is calculated by (2)

$$L = \log(N - 1)! - \sum_{i=0}^{L-1} \log n_i! - \log(L - 1)!$$

(2)

Where $N$ denotes the sum of all $n_i$. The description length actually means the description complexity of the counting model, which also means the singular feature of one respective distribution. The value of $L$ is smaller, the corresponding distribution estimated will be more singular. However, it is difficult to calculate the description length directly and for each counting model, its initial counting number is set to 1. In this case, the calculation will be more complex. Actually, if the Stirling form is used, the calculation will be simplified. The resulted form is given in (3)

$$L = N \log N - \sum_{i=0}^{L-1} n_i \log n_i - \frac{1}{2} \log N - \sum_{i=0}^{L-1} n_i! - \log(L - 1)! - \log 2\pi$$

(3)

Based on this approximation, the description length can be calculated more easily. Meanwhile, its corresponding application can be extended.

In some practical application, some distribution should be merged into one to obtain the estimation more accurate. This merging operation relies on the similarity measure. On the sight of the description length, the accurate estimation comes from the fact that the description length can be shorten after merging. Let $l_1$ and $l_2$ denote the description length of two counting vectors $V_1$ and $V_2$. $l_{1,2}$ denotes the description length of the counting vector from merging $V_1$ and $V_2$. Then the increment of the description length $\Delta L$ can be represented by (4)

$$\Delta L = l_{1,2} - (l_1 + l_2)$$

(4)

After derivation, $\Delta L$ can also be represented by (5)

$$\Delta L = N_m \sum_{i=1}^{l-1} \left( \frac{n_i^{(m)}}{N_m} \right) \log \left[ \frac{n_i^{(m)}}{N_m} \right] + N_k \sum_{i=1}^{l-1} \left( \frac{n_i^{(k)}}{N_k} \right) \log \left[ \frac{n_i^{(k)}}{N_k} \right] - \frac{L-1}{2} \log N_m N_k$$

(5)

where $N_m$ is the total number of data samples for the two counting vectors and $N_k$ is the total number of data samples for the non-matching ones.

It is clearly that the increment of the description length is equivalent to the similarity measure. The first item of the representation (5) is actually the weighting for the relative entropy and the second item is related to the number of data these two counting vectors obtained. Namely, for two counting vectors, their similarity measure is correspond to not only the relative entropy but also the number of data on the current time. In [7,8], the characters of the increment of the description length is discussed in details and it is used as the similarity measure for image wavelet coding. However, the increment of the description length holds not all features that the similarity measure should hold.

Actually, the second item of (5) can be considered as one measure for estimation the probability distribution are “mature” or not. Namely, there is a new measure which is correspond to the number of data obtained on the current time. In next section, we will discuss this and give the definition of the amazing measure.

III. AMAZING MEASURE

From (2), it can also be represented by (6)

$$L = N \log N - \sum_{i=0}^{L-1} n_i \log n_i + \frac{1}{2} \log \frac{I-1}{N} \prod_{i=0}^{L-1} \frac{n_i}{N} - \log(I - 1)! - \log 2\pi$$

(6)

It is obvious that if $n_i >> n_j$, the value of the third item is near to 0. In this case, the value of the description length $L$ will be shorten. Oppositely, if $n_i < n_j$, the value of the third item will not be small and the value of $L$ will also not be shorten. Namely, the third item in (6) is also a measure. We call it amazing measure in this paper. Strictly, for the counting vector (1), its amazing measure $\zeta$ is described by (7)

$$\zeta = \log \frac{l-1}{\sum_{i=0}^{l-1} n_i} \prod_{i=0}^{l-1} n_i$$

(7)
Then, we will calculate the relative entropy between the distribution from counting vector and the uniform distribution from the vector with whole number 1. Let $D(1\| p)$ denote this relative entropy.

$$ D(1\| p) = \sum_{i=0}^{l-1} \frac{1}{I} \left( \frac{1}{\log \frac{I}{n_i}} - \frac{I}{I} \right) $$

$$ = \log \frac{1}{I} - \frac{l-1}{I} \log N + \frac{1}{I} \log \frac{1}{\prod_{i=0}^{l-1} n_i} $$

(8)

It is obviously that when the counting vector is determined, the total number of data in this vector is equal to $N$. Namely, $N$ could be considered as a constant. Based on this discussion, amazing measure can be represented as

$$ \zeta = \log \frac{1}{\prod_{i=0}^{l-1} n_i} = I * \log \frac{1}{I} - (I-1) \log N - I * D(1\| p) $$

(9)

It is a similarity measure for the counting vector between the uniform distribution. Meanwhile, different from the increment of the description length, the amazing measure holds a static reference, the uniform distribution. It implies that the amazing measure of the counting vector is actually the distance away from the uniform distribution. The distance between two counting vectors can be described by Fig. 1.

From Fig. 1, it means that the distance between two counting vectors can be described by (10)

$$ dis = \zeta_1 - \zeta_2 $$

(10)

However, in practice, the distance used is actually the difference between the counting vectors and the counting vector merged. Then this ideal can be represented by (11)

$$ \Delta \zeta = (\zeta_1 + \zeta_2) - \zeta_{1,2} $$

(11)

Then the Fig. 1 is given here.

Where $\Delta \zeta$ denotes the increment of the amazing measure when two counting vectors are merged into one and $\zeta_{1,2}$ denotes the amazing measure this merged counting vector holds. The representation (11) is obviously that the value of $\Delta \zeta$ is always positive, which means that the sum of two amazing measure is larger than another one. This is a very important feature for a similarity measure. Based on this analysis, it is the proof that the amazing measure holds every feature one similarity measure should have. Therefore, the amazing measure is actually one similarity measure.

Meanwhile, from (11), if two counting vectors are same with each, namely, every number of data are same, the value of their respective amazing measure are equal. Furthermore, the value of $\zeta_{1,2}$ is equal to the value of $\zeta_1 + \zeta_2$. In this case, the value of the increment of the amazing measure is equal to 0, i.e. It is the smallest value. On the other hand, when two counting vectors are merged into one, if these two vectors are not similar, the resulted amazing measure should be changed from 0. Meanwhile, in practice, we hope that amazing measure can not be changed more. Therefore, the increment of the amazing measure can be considered as one parameter to describe the similarity between two counting vectors.

Consequently, when the merging operation happen, the increment of the amazing measure should be calculated firstly to judge weather these two counting vectors can be merged. In order to testify our new similarity measure, it is used to some designed experiments in next section.

**IV. EXPERIMENTS AND RESULTS**

In this section, we design some experiments to construct a system to test our proposed similarity measure. The description length is used as the testifying parameter. The theory of these experiments is the minimum description length, which implies that if the description length is small, the merging is considered as a suitable operation. But how to merge is determined by using the proposed increment of the amazing measure as the similarity measure.

In the first experiment, the proposed similarity measure is used to help the context quantization for the image context modeling compression. The context quantization
is significant to the compression efficiency. There are a lot of method to implement the context quantization. In order to use our similarity measure, the clustering algorithm, K-means, is used for implementing, which is proposed in [9]. For comparison, both the results obtained by using the increment of the description length and the results by using the proposed measure are also listed in table 1. Meanwhile, in this experiment, the three images (lena, barb and crowd, 512x512, 8 bits for each pixel) are used to train the context model respectively. Then those counting vectors contained in the context model are clustered. The total description length of these three images are given in Table 1.

**TABLE I. THE COMPARISON OF THE DESCRIPTION LENGTH OF THREE IMAGES**

<table>
<thead>
<tr>
<th>images</th>
<th>Description length (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Increment of the description length</td>
</tr>
<tr>
<td>lena</td>
<td>1551892</td>
</tr>
<tr>
<td>barb</td>
<td>1598449</td>
</tr>
<tr>
<td>crowd</td>
<td>1534821</td>
</tr>
</tbody>
</table>

It is obviously that the results from the increment of amazing measure is better than the results from the increment of the description length. It also means that the increment of the amazing measure is more suitable than the increment of the description length to become the similarity measure.

Then in experiment 2. The proposed similarity measure is suggested to analysis the efficiency of the setting of the police officer training course. 29 count vectors for the course “Information security” from 29 areas are used as the test data. We testify the efficiency of the increment of description length. It easy to understand that if the clustering results are reasonable, the total description length of these count vectors should be shorter. They are listed in table 2.

**TABLE II. THE COMPARISON OF DESCRIPTION LENGTH BASED ON TWO SIMILARITY MEASURE**

<table>
<thead>
<tr>
<th>Count vectors</th>
<th>Description length (bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed measure</td>
</tr>
<tr>
<td>Total these 29 count vectors</td>
<td>13,395,432</td>
</tr>
</tbody>
</table>

It is also implies that the amazing measure is better than the relative entropy to become the similarity measure. Above all, the proposed increment of the amazing measure is actually one efficient similarity measure than any other measures previous.

**V. CONCLUSIONS**

In this paper, one new similarity measure which holds better mathematical description is given. The increment of the amazing measure, which denotes the similarity measure two count vectors is discussed in this paper and its corresponding properties are also explained. The experimental results indicate that when using the proposed similarity measure, the corresponding results for different applications can be optimized.
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