Modeling and Compensation Method for Temperature Error of FOG based on the SVM
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Abstract—The performance of the Fiber Optical Gyroscope (FOG) is susceptible to the external environmental temperature, and the temperature effect of the FOG has nonlinear characteristics. Therefore, it is necessary to develop an outstanding temperature compensation method with high precision and good versatility. In this paper, the severe influence of environmental temperature on the FOG’s accuracy was analyzed in detail. Then the temperature error model of the FOG was established. Based on the function fitting capability of the Support Vector Machine (SVM), a new modeling and compensation method of the gyroscope’s temperature error was proposed. To verify the advantages of this novel method, we compared it with other two compensation methods, which are based on the classical statistical estimation parameters (polynomial regression) and the neural network, respectively. Experiment results showed that the proposed method can decrease the temperature error of the FOG by 75% and improve the adaptability of the environmental temperature. With this novel method, the gyro bias stability can meet the practical need of the temperature compensation which requires high-precision FOG.
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I. INTRODUCTION

The Fiber Optical Gyroscope (FOG) is an angular motion measurement instrument based on the Sagnac principle [1]. Due to its characteristics of all solid, long-time service, fast startup and widely measuring dynamic range etc., it has been the dominant measurement device of the new generation inertial guidance and measurement system. As the core components of the FOG are sensitive to the temperature, the self-heating of the FOG and the environmental temperature change become a big challenge of the FOG in engineering fields [2].

To solve this problem, the most commonly used methods are the temperature control and the temperature compensation methods in the practical engineering. The temperature control technology is commonly used to ensure the environment temperature stability when the FOG is working. However, using this method, it do not only need additional temperature controllers in gyroscope but also require high performance of the controllers, which will increase the FOG’s size, weight and cost inevitably and the accuracy of the temperature control is also restricted [3]. In addition, the compensation method of the temperature error using the software is a pure mathematics method. In this method, the temperature characteristics of the FOG are described accurately to improve the gyro’s detection accuracy, which is crucial for the FOG to be applied in practical applications. In [4] the FOG’s bias variation with temperature was approximately linearized to obtain a linear model of the gyro’s temperature drift; Reference [5] applied the mixed linear regression model which considered the temperature and the temperature gradient to establish the temperature model of the FOG’s drift ; [6] proposed a joint multi-parametric linear model, in which a simplified FOG equivalent phase model combines with the temperature sensitive parameter model to obtain the distribution model of the FOG’s temperature drift; [7] adopted the BP neural network and the mathematical statistical methods to establish the gyro temperature compensation model; [8] used the wavelet network to identify the nonlinear temperature model of FOG, [9] applied the above fuzzy logic to achieve the model identification of the FOG’s temperature drift and the self-compensation scheme. However, the FOG’s temperature error has nonlinear characteristics. Therefore, it will produce errors just using linear regression model, and thus it is difficult to meet the high-precision demands. What’s more, with the neural network modeling, the convergence rate is slow and there are some fatal shortcomings, such as easy to fall into local minima and poor generalization capability. All of these methods cannot meet the requirements of the FOG’s PSO temperature error compensation.
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The support vector machine (SVM) is a new machine learning method, which can be applied into the pattern recognition, function approximation and some other areas [10-11]. It can effectively solve the small sample, nonlinearity, high dimension and local minima problems, with high accuracy, strong generalization ability and other characteristics [12]. After analyzed the FOG’s temperature error model, a new FOG temperature error modeling and compensation method was proposed in this paper, combined with the SVM function fitting function. And some experiments were carried out to verify the effectiveness of this novel method.

II. TEMPERATURE ERROR OF THE FOG

A. Analysis of the FOG’s Temperature Error

The effects of temperature on FOG include both noise and drift. In [11], the effects were deduced when two beam interference light transmit along the clockwise and counterclockwise, respectively. The phase delay of the thermotropic nonreciprocal in the fiber loop caused by temperature changes can be described as follows:

$$\Delta \Phi_c = \frac{\beta_o}{c_o} \int \frac{\Delta T(z) - \Delta T(L - z)}{(2z - L)}dz$$  

(1)

where $\beta_o = 2\pi/\lambda_o$ is the propagation constant of the light in vacuum; $c_o$ represents the light speed in the waveguide; $\Delta T(z)$ represents the temperature change in the $z$ axis of the fiber; $L$ is the total length of the fiber; $n$ represents the fiber’s refractive index. It is can be seen from (1) that the size of the non-reciprocity is affected not only by the distribution and the change of the environmental temperature, but also by the parameters and the winding method of the fiber loop. Thus the compensation method of the FOG’s temperature drift error includes four aspects: improvements of the FOG’s structure and components, development of the fiber loop winding technology, the temperature control of the FOG and the error modeling and compensation.

B. Modeling and Compensation of the Temperature Drift

Generally speaking, the FOG is a kind of the optical gyroscope based on the Sagnac principle. Its input-output model can be simply described as Fig. 1:

![Figure 1. Input-output model of the FOG.](image)

The measurement model equation can be expressed as:

$$S_0(F) = \frac{I + E + D}{1 + 10^S \varepsilon_k}$$  

(2)

Where, $S_0$ represents the nominal scale factor, $F$ is the output rate, $I$ represents the input angular velocity, $E$ is the temperature error, $D$ represents the drift error, and $\varepsilon_k$ represents the scale factor error. Further, the temperature error of the FOG can be approximated as follows:

$$E = D_T \Delta T + D_{c_T} VT + D_T \hat{T}$$  

(3)

where $\Delta T$ represents the gyro’s temperature change, $D_T$ represents error temperature variable coefficient, $T$ represents the temperature gradient of the gyro, $D_{c_T}$ represents error gradient coefficient, $T$ represents gyro temperature change rate, $D_F$ represents error rate coefficient.

From (3), it can be seen that the FOG’s temperature error is mainly caused by the temperature variation, the temperature gradient and the temperature change rate. And to some extent, the error is linear approximately. However, in practice, when the environmental temperature changes drastically or the gyro components heat, which can promote the formation of the non-equilibrium temperature field inside the gyro, $\Delta T$, $VT$ and $T$ will be difficult to be obtained.

Take a certain type of the gyro as an example, 3 platinum resistances used for temperature measuring are set in the anode, the cathode of the gyro’s cavity and the inner surface of the gyro’s cartridge, respectively. The output of the temperature data are $T_a$, $T_b$ and $T_c$, the approximately linear relationship can be described as (4).

$$\Delta T = m_0 + m_1(T_a - T_{a0}) + m_2(T_b - T_{b0}) + m_3(T_c - T_{c0})$$  

(4)

$$VT = n_a + n_1(T_a - T_{a0}) + n_2(T_b - T_{b0})$$  

$$T = l_a + l_1T_a + l_2T_b + l_3T_c$$

Where, $T_{a0}$, $T_{b0}$ and $T_{c0}$ represent the reference temperature of the measurement points; $T_a$, $T_b$ and $T_c$ represent the temperature rate of the measurement point; and $m_i$ $(i = 0,1,\ldots,3)$, $n_j$ $(j = 0,1,2)$ and $l_k$ $(k = 0,1,\ldots,3)$ are the corresponding coefficients.

Using the FOG’s temperature model described by (3) and (4), However, the problem of the linear quadratic approximation is existed which will limit the accuracy of the temperature error compensation inevitably. And furthermore, the measuring accuracy of the gyro will be affected. Since the temperature error of the FOG is decided by its internal temperature field, so a nonlinear model between the temperature sampling and the temperature error can be directly established, and thereby the accuracy of the temperature error compensation can be improved availably.

III. MODELING AND COMPENSATION OF THE FOG’S TEMPERATURE ERROR BASED ON THE SVM

A. The Function Fitting Method of the SVM

The core of the function fitting problem is to determine the unknown function $y = f(x)$, which ensure that the distance between the estimation function $\hat{f}(x)$ and $f(x)$ is the minimum. and the distance can be described by (5).

$$R(f, \hat{f}) = \int L(f, \hat{f})dx$$  

(5)
Where, $L$ represents the loss function. As the function $f(x)$ is unknown, $\hat{f}(x)$ can only be solved by the sample data $(x_i, y_i)$, $(x_j, y_j)$, ..., $(x_k, y_k)$.

In the SVM, Equation (6) as below can be adopted to approximately fit the unknown function:

$$ y = f(x) = w^T \phi(x) + b $$  \hspace{1cm} (6)

Where $x \in \mathbb{R}^n$, $y \in \mathbb{R}$ represent the independent variable and the dependent variable of the fitting function, respectively; $\phi(x)$ represents the feature function which enables the independent variable to map into the high-dimensional space. And in the above equation the nonlinear function in the low-dimensional space is mapped into the high-dimensional space and then fitted linearly. Assume that all training data can be fitted the linear function under the accuracy of $\varepsilon$ without any error, that is:

$$ \begin{cases} y_i - \langle w, x_i \rangle - b \leq \varepsilon \\ \langle w, x_i \rangle + b - y_i \leq \varepsilon \end{cases} \hspace{1cm} i = 1, 2, \ldots, k $$  \hspace{1cm} (7)

Considering that the fitting error is allowed, the relaxation factors $\xi_i \geq 0$ and $\zeta_i \geq 0$ are introduced, so (7) can be rewritten as below:

$$ \begin{cases} y_i - \langle w, x_i \rangle - b \leq \varepsilon + \xi_i \\ \langle w, x_i \rangle + b - y_i \leq \varepsilon + \zeta_i \end{cases} \hspace{1cm} i = 1, 2, \ldots, k $$  \hspace{1cm} (8)

According to the constraints of (8), the function fitting problem can be changed into a minimization problem of a function described by (9):

$$ R(w, \xi, \zeta) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{k} (\xi_i + \zeta_i) $$  \hspace{1cm} (9)

Where, the first term on the right side $\frac{1}{2} \|w\|^2$ can make the regression function much steadier, and thus the generalization ability can be improved effectively. And the second term can reduce the fitting error which usually adopts the insensitive penalty function $\varepsilon$ is a positive constant, and the difference between $f(x)$ and $y$ will not be counted into the error when the difference is less than $\varepsilon$:

$$ |f(x_i) - y_i| = \begin{cases} 0 & |f(x_i) - y_i| < \varepsilon \\ |f(x_i) - y_i| - \varepsilon & |f(x_i) - y_i| \geq \varepsilon \end{cases} $$  \hspace{1cm} (10)

The constant $C > 0$ is the penalty factor and it can control the importance degree of the samples which beyond the error $\varepsilon$.

The minimization of (9) is a convex quadratic optimization problem, and the Lagrangian function is introduced:

$$ L(w, b, \xi^*, a, a^*, \gamma, \gamma^*) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{k} (\xi_i + \zeta_i) - \sum_{i=1}^{k} a_i \xi_i - a_i \zeta_i + \sum_{i=1}^{k} \sum_{j=1}^{k} (a_i - a_j)^* (x_i, x_j) - \sum_{i=1}^{k} a_i |\xi_i + \varepsilon - y_i + f(x_i)| - \sum_{i=1}^{k} a_i |\zeta_i - \varepsilon - y_i + f(x_i)| $$  \hspace{1cm} (11)

Where, $a, a^* \geq 0 \hspace{0.2cm} \gamma, \gamma^* \geq 0 \hspace{0.2cm} i = 1, 2, \ldots, k$. The optimal solution of (9) is the saddle point of (11). At the saddle point, the function $L$ can get the minimum on $w, b, \xi^*, \zeta^*$ and the maximum on $a, a^*, \gamma, \gamma^*$. Therefore, the minimization problem of (9) can be converted to seek the maximum problem of the dual problem, and the dual problem can be expressed as:

$$ \hat{w}(a, a^*, \gamma, \gamma^*) = \min_{w, b, \xi, \zeta} L(w, b, \xi, \zeta) $$  \hspace{1cm} (12)

At the saddle point, the Lagrangian function $L$ can get the minimum point on $w, b, \xi, \zeta$, and we can also obtain this:

$$ \begin{align*}
\frac{\partial}{\partial w} L = 0 \Rightarrow w - \sum_{i=1}^{k} (a_i - a_i^*) x_i &= 0 \\
\frac{\partial}{\partial b} L = 0 \Rightarrow \sum_{i=1}^{k} (a_i - a_i^*) &= 0 \\
\frac{\partial}{\partial \xi} L = 0 \Rightarrow C - a_i - \gamma_i &= 0 \\
\frac{\partial}{\partial \zeta} L = 0 \Rightarrow C - a_i^* - \gamma_i^* &= 0
\end{align*} $$  \hspace{1cm} (13)

Substituting (13) into (11), the dual function of the Lagrangian function can be obtained by (14):

$$ \begin{align*}
\max w(a, a^*) = & \min_{\xi, \zeta} \sum_{i=1}^{k} (a_i - a_i^*) \xi_i + \sum_{i=1}^{k} (a_i - a_i^*) \gamma_i \\
& \quad \text{s.t. } \sum_{i=1}^{k} (a_i - a_i^*) = 0 \\
& \quad \quad 0 \leq a_i, a_i^* \leq C, i = 1, 2, \ldots, k
\end{align*} $$  \hspace{1cm} (14)

For the nonlinear regression, firstly, the data should be mapped to a high dimensional feature space using a nonlinear mapping function $\phi(x)$, and then the linear regression can be realized in this space. After that, we can obtain the nonlinear regression effects in the original space. Meanwhile, introducing the kernel function $k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$ that complies with the Mercer condition, the following will be got:

$$ \begin{align*}
\max w(a, a^*) = & \min_{\xi, \zeta} \sum_{i=1}^{k} (a_i - a_i^*) \xi_i + \sum_{i=1}^{k} (a_i - a_i^*) \zeta_i \\
& \quad \text{s.t. } \sum_{i=1}^{k} (a_i - a_i^*) = 0 \\
& \quad \quad 0 \leq a_i, a_i^* \leq C, i = 1, 2, \ldots, k
\end{align*} $$  \hspace{1cm} (15)

Then,

$$ w = \sum_{i=1}^{k} (a_i - a_i^*) \phi(x_i) $$  \hspace{1cm} (16)

When $\langle w, x \rangle = w_0$, the regression function $f(x)$ can be obtained as:
Choosing a different kernel functions \( k(x, x_j) \), different SVMs can be formulated. In this paper, the radial basis function was selected as followed:

\[
k(x, x_j) = \exp(-\|x - x_j\|^2 / 2\sigma^2)
\]

Where, \( \sigma^2 \) is the kernel width of the radial basis function.

### B. Modeling of the FOG’s Temperature Error Modeling

According to the sample data of the temperature error by experiments, the FOG’s temperature error is modeled by the fitting function method based on the SVM, including three steps: the data normalization, the parameter optimization and the model training.

1) Data normalization

To accelerate the parameter optimization, the model training and the optimization of the memory space, the following formula can be adopted to normalize the sample data.

\[
y = \frac{y_{max} - y_{min}}{x_{max} - x_{min}} (x - x_{min}) + y_{min}
\]

Where \( y \) represents the normalized output and \( x_{min} = 1, y_{min} = -1 \); \( x \) represents the normalized input and \( x_{max} \) is the maximum of the input while \( x_{min} \) is the minimum. Arbitrary data in real number range can be compressed to the interval \([-1, 1]\) by (19). The sampling data include the gyro temperature \( (T_{a,i}, T_{b,i}, T_{c,i}) \) and the corresponding temperature error \( E_i \), in which \( i = 1, 2, \ldots, N \) and \( N \) represents the sampling size. These four data are normalized and the corresponding models are recorded.

2) Parameter optimization

The parameters, which can affect the accuracy of the SVM function fitting directly, are mainly the penalty factor \( C \) and the RBF kernel width \( \sigma^2 \). In order to obtain the best fitting result, the grid optimization strategy was taken for the two key parameters. According to the experience, the value range of \( C \) and \( \sigma^2 \) is \([2^{-8}, 2^8]\). Taking 0.1 as a step, the values of \( C \) and \( \sigma^2 \) are in horizontal and vertical arrangement to construct the grid-like array, which is illustrated distinctively in Fig. 2. For the parameter of each grid cell, the corresponding fitting function model can be obtained. A set of parameters used to acquire the highest fitting accuracy are selected as the optimal parameters, and they are represented by \( C_{best} \) and \( \sigma^2_{best} \), respectively.

Moreover, to avoid the occurrence of the over-learning and less-learning states, the cross validation method is adopted when the grid optimization is executed. In the cross validation method, the original data are divided into \( k \) groups and each subset is taken as a validation set, and the other \( k - 1 \) groups are regarded as the training set, and then \( k \) models will be obtained. In the final validation set of the \( K \) models, the average value of the fitting function’s accuracy is used as the performance index for this classifier. In this paper, \( K \) is set as 3.

3) Model training

According to the SVM function fitting theory, after substituting the parameter optimization results and normalizing data to training, the best fitting function can be obtained as followed:

\[
f(y) = \sum_{i=1}^{k} (a_i - a_i^*) \exp(-\|y - y_i\|^2 / 2\sigma^2) + b
\]

Where \( a_i \) and \( a_i^* \) represents the corresponding Lagrange factors of the SVM, \( b \) represents the bias term, and the temperature error model is expressed by (20) based on the SVM method.

### C. Temperature Error Compensation of the FOG

According the above analysis, we proposed a novel compensation method of the temperature error here. The specific process of the proposed algorithm is as follows:

1) Normalize the gyro’s original temperature data according to the established independent variable normalization model;

2) Substitute the normalized temperature data into the temperature error model to predict the error;

3) Reversely operate the calculation results according to the dependent variable normalization model to get the predicted temperature error of the FOG;

4) Finally, subtract the predicted temperature error in the original data from the gyro output to complete the temperature error compensation.

### IV. EXPERIMENT RESULTS AND ANALYSIS

#### A. Calibration of the FOG’s Temperature Error

First, confirm that you have the correct template for \( y \) Two single-axis FOGs (numbered # 1 and # 2) were selected whose nominal accuracy is better than 0.02°/h
When they were both fixed on the uniaxial rate turntable with a high-low temperature box and the turntable should be in an absolute state of rest. That is, the angular velocity of the gyro was the constant. In the gyro working process, the measurement data of the real-time angular velocity and 2-channel temperature data were output in the frequency of 100 Hz.

Then a series of the experiments were done. First of all, the two gyros were energized and kept in the constant temperature of 18°C for 2.5h; Secondly, the temperature of the temperature box was set to fell to −40°C at the rate of −1°C/min and kept for 2.5h; Thirdly, the temperature was set to rise to 60°C at the rate of 1°C/min and kept for 2.5h. Subsequently, this kind of the temperature variation was executed 3 times.

As seen from Fig. 5, at the 2.5h when the environment’s temperature is constant 60 °C, the error of the output temperature was close to 0 and its fluctuations of the standard deviation were 0.0125°/h and 0.0153°/h, respectively, which are superior to nominal index 0.03°/h of this gyro. However, during the whole experiment, the standard deviation of the gyro’s output errors fluctuated with the temperature varying was about 0.3°/h, which is much larger than the nominal accuracy and the errors were magnified by 10 times.

The training sampling data collected in this experiment included \((T_{a,i}, T_{b,i}, T_{c,i})\) and \(E_i\), \(i = 1, 2, \ldots, 336\). The temperature error calibration method proposed in chapter 3.2 was adopted to construct the gyro’s temperature error model, and the main parameters of the model were showed in Table 1. Due to space reasons, the values of \(a_i\) and \(a_i'\) were not listed in detail.

TABLE I. MAIN PARAMETERS OF GYRO TEMPERATURE ERROR MODEL

<table>
<thead>
<tr>
<th>Number</th>
<th>(a_{best})</th>
<th>(\sigma^2_{best})</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>25.6534</td>
<td>0.3301</td>
<td>0.2794</td>
</tr>
<tr>
<td>#2</td>
<td>83.4593</td>
<td>2.9786</td>
<td>0.6398</td>
</tr>
</tbody>
</table>

B. FOG’s Temperature Error Compensation Results

Although in the model calibration process the smoothed results for 100s of the gyro’s output data were used as the sample, the actual error prediction and compensation were the original output from the gyro at 100 Hz. That is, the quantization noise of the gyro’s measurement was not considered, and only the temperature error was eliminated.

Meanwhile, in order to verify the effectiveness of the FOG’s temperature error modeling and compensation method based on the SVM, three methods, including the proposed method, the method based on the linear regression and the method based on the artificial neural network, were applied to compensate the FOG’s high and low temperature experimental above. The comparison of the temperature error curves before and after the compensation for #1 and #2 were showed in Fig. 6 and Fig. 7, respectively.
be improved, but it still cannot reach the nominal accuracy level. After using the linear regression based compensation, the results were shown in Table 2. It can be seen that, using the linear regression based compensation, the stability of the gyro's error can be improved, but it still cannot reach the nominal accuracy level. After adopting the SVM based compensation method proposed in this paper, the stability of the two gyro's error can reach the nominal accuracy level completely, and stability errors were reduced by about 94% and 86%, respectively. Thus, with this method, the adaptability of the environmental temperature can be improved available, and the feasibility and the superiority of this proposed method were also verified.

As showed in Fig. 5 and Fig. 6, the three methods were all effective for the FOG's temperature error compensation. However, the stability of the data compensated by the proposed method in this paper was significantly higher than by the other two methods. After the further analysis of the standard deviation before and after the temperature compensation, the results were showed in Table 2. It can be seen that, using the linear regression based compensation method and the artificial neural network compensation method, the stability of the gyro’s error can be improved, but it still cannot reach the nominal accuracy level. After adopting the SVM based compensation method proposed in this paper, the stability of the two gyro's error can reach the nominal accuracy level completely, and stability errors were reduced by about 94% and 86%, respectively. Thus, with this method, the adaptability of the environmental temperature can be improved available, and the feasibility and the superiority of this proposed method were also verified.

V. CONCLUSIONS

In this paper, considered the multi-parameter and non-linear characteristics of the FOG's temperature error model, a new error compensation method based on the SVM was proposed. In this method, the SVM was used to fit and approximate to the FOG's temperature error model, and based on this model the error can be predicted and compensated. The high and low temperature experiment results showed that the proposed method in this paper can not only effectively reduce the effects on the stability of the FOG's measurement caused by the environmental temperature, but also improve the compensation accuracy more significantly compared with the other two methods based on the linear regression and the artificial neural network. Therefore, the novel method proposed in this paper provided a new compensation way of the FOG's temperature error.
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TABLE II. MODEL STANDARD DEVIATION OF TEMPERATURE ERROR BEFORE AND AFTER COMPENSATION (°/h)

<table>
<thead>
<tr>
<th>Number</th>
<th>Thermos-</th>
<th>Before compensation</th>
<th>Least squares</th>
<th>Artificial neural network</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.0136</td>
<td>0.3087</td>
<td>0.0615</td>
<td>0.0548</td>
<td>0.0191</td>
</tr>
<tr>
<td>#2</td>
<td>0.0164</td>
<td>0.1942</td>
<td>0.0877</td>
<td>0.0644</td>
<td>0.0279</td>
</tr>
</tbody>
</table>