Combining Hierarchical Clustering and Naive-Bayes Nearest-Neighbor For Image Classification

Chen Fu
International School of Beijing University of Posts and Telecommunications

Shijie Jia
College of Electrical & Information Dalian Jiaotong University

Abstract—This paper addresses the problem of image classification, which has successful applications in many fields, such as image retrieve, object detection and recognition. As a simple nonparametric methods, Naive-Bayes Nearest-Neighbor (NBNN) employs NN distances in the space of the local image descriptors and computes direct ‘Image-to-Class’ distances without descriptor quantization. However, the high compute cost is the severe bottleneck for the generation of NBNN, which is particular for large scale image classification. Under the naive bayes assumption (the local features are considered i.i.d.), this paper combines hierarchical clustering with Naive-Bayes nearest-neighbor for image classification, which provides high scalability to the tradeoff between accuracy and efficiency. Furthermore, this paper proposes the scheme of category cutting, which could improve the test speed at the cost of little accuracy dropping, which is particularly efficient for large scale image classification. Experiments showed that our scheme is the most efficiency among LSH, kd-tree, and linear search algorithms.
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I. INTRODUCTION

The author addresses the problem of image classification, which has successful applications in many fields, such as image retrieve, object detection and recognition. As a simple nonparametric methods, Naive-Bayes Nearest-Neighbor (NBNN) employs NN distances in the space of the local image descriptors and computes direct ‘Image-to-Class’ distances without descriptor quantization. However, the high compute cost is the severe bottleneck for the generation of NBNN, which is particular for large scale image classification. Under the naive bayes assumption (the local features are considered i.i.d.), this paper combines hierarchical clustering with Naive-Bayes nearest-neighbor for image classification, which provides high scalability to the tradeoff between accuracy and efficiency. Furthermore, this paper proposes the scheme of category cutting, which could improve the test speed at the cost of little accuracy dropping.

Ref [6] proposes a remarkably simple nonparametric Naive-Bayes Nearest-Neighbor (NBNN) based classifier, which requires no descriptor quantization, and employs a direct “Image-to-Class” distance. They further show that under the Naive-Bayes assumption, the theoretically optimal image classifier can be accurately approximated by NBNN. Empirical comparisons are shown its performance ranks among the top leading learning-based image classifiers. However, the high compute cost is the severe bottleneck for the generation of NBNN.

For the high dimensional spaces (such as 128 dimension SIFT descriptors), kd tree provides no speedup over exhaustive search, whose complexity is O(nD). This paper explores efficient ways to degrade the compute complexity of NBNN. People are intensely interested in the approximate nearest neighbor search algorithms, which can be orders of magnitude faster than exact search, while can still provide near optimal accuracy. Inspired by the clustering process of vocabulary tree [13], hierarchical clustering is employed for the local descriptors, which provides high scalability to the tradeoff between accuracy and efficiency. Furthermore, a novel scheme of category cutting is proposed to improve the test speed greatly at the cost of little accuracy dropping.

The rest of the paper is organized as follows. Section 2 describes the framework of NBNN approach, including some improving schemes. Experiment setup and typical results are described in Section 3. The final part concludes suggestions for future research.
II. Our Approach

The proposed approach employs hierarchical clustering technology to computer the image-to-class distance, which makes Naive-Bayes Nearest-Neighbor be much more efficiency for image classification. The diagram is illustrated in Fig. 1.

A. Representation of images and image categories

Each labeled image is densely sampled at 8 pixels interval (spaced by rows and columns) and the region of 16*16 pixels size around the sample points are represented as 128-dimensions SIFT descriptors, in which the chrominance information is ignored. After the processing for all the labeled images, each image category is represented as a specified unordered pooling of category-labeled local features. The query image is also densely sampled at 8 pixels interval and represented as a number of SIFT descriptors.

B. Hierarchical clustering

The hierarchical k-means clustering scheme is employed to partition the class-specific feature space iteratively. On the first clustering level, all the class-specific descriptors are clustered into several partitions with K-means clustering algorithm. On the next level, the descriptors of each partition are divided into some sub-partitions independently applying K-means clustering. The splitting processing can be continued iteratively until the descriptors affiliated with the sub-partition are less enough for search efficiency. The number of hierarchical levels and the clustering nodes at different levels are chosen according to the scale of descriptors, and the parameters setup can be varied from class to class. For the large scale feature space, the K-means clustering process can inevitably become time-costing. To degrade the computer complexity, an alternative scheme is to randomly choose some descriptors rather than the whole to calculate the centroids at the cost of little accuracy lost. In fact, the hierarchical k-means clustering for each image category can be seen as a preprocessing procedure, which is not a really important factor of efficiency. It is also important to note that the hierarchical clustering minimizes distortion only locally at each node rather than in a minimization of the total distortion.

Assuming two clustering levels are implemented for the descriptors of each image category, the numbers of centroids at different levels are set as K1, K2, respectively. The image-to-class distances can be calculated at different levels:

- “Level 1”. For each descriptor extracted from the query image, compute the least distance to the centroids on the first level, the sum of the least distances is taken as the image-to-class distance. The time complexity is \(O(K1*N)\), where \(N\) is the number of descriptors of the query image.
- “Level 2”. For each descriptor of the query image, find the nearest centroid on the first level; then compute the least distance to the centroids on the second level corresponding to the nearest first level centroid, the sum of the least distances is taken as the image-to-class distance. The time complexity is \(O((K1+K2)*N)\).
- “Level 3”. For each descriptor of the query image, find the nearest first-level centroid and the corresponding nearest second-level centroid in sequence, then compute the least distance to descriptors around the nearest second-level centroid. The sum of the least distances is taken as the image-to-class distance. The complexity is \(O(N*(K1+K2+K3))\), where \(K3\) is the average number of descriptors associated with the second-level clustering centroids.

The three level image-to-class distance schemes mentioned result in a tradeoff between accuracy and efficiency for image classification. The first method ("level 1") is the most efficient and takes up least memory space, but the large quantization error degrade greatly the search accuracy. The second method ("level 2") decreases the quantization error to boost the accuracy performance at the cost of more time and space complexity. Unlike the two methods of computing descriptor-to-centroid distances, the third one ("level 3") computes directly the descriptor-to-descriptor distances. The search scope is shrunk by the consequence two level filters, decreasing to the average of \(1/1(K1*K2)\) of the total descriptors.

Comparing to the first two methods, this method can bring more accuracy, but the time and space complexity are also greatly growing. Nevertheless, it is still much more efficiency than exact search.

It is important to note that the nearest neighbors are not definitely to be assigned one centroid. If the query descriptor and its nearest descriptor are assigned to different clustering, all the methods mentioned above
cannot get the real least distance from the query descriptor to the feature space, which will inevitably bring errors to the image-to-class distance. Our solution is to replace the hard assignment (each descriptor is assigned to one centroid) with the soft assignment, in which each descriptor is assigned to several(M) centroids. The weights of the query descriptor to M classes are normalized by the distances from the query descriptor to the neighbor centroids of M classes. The search scope increases to M times approximately than that of Method 3.

C. Power-law distance calculation

For each test descriptor \( x_i \), we compute the Euclidean distance \( d_i \) between \( x_i \) and its nearest neighbor \( \text{NN}(x_i) \).

\[
d_i = \| x_i - \text{NN}(x_i) \|
\]

(5)

For method 1 and 2, \( \text{NN}(x_i) \) is a centroid, while for method 3 it is a descriptor. The Euclidean distance is normalized to \([0 1]\) through power-law weighting:

\[
d_i \leftarrow 1 - \exp(-a \cdot d_i)
\]

Where \( a \) is the normalization parameter which is positive and class-independent. The normalized distance of query image to class \( c \), \( d^c \), is calculated as:

\[
d^c = \sum_i d_i^c / N_q
\]

(7)

where \( N_q \) is the number of descriptors extracted from the query image. The category label \( C \) of the query image is the class with the least normalized distance:

\[
C = \min_c (d^c)
\]

(8)

III. EXPERIMENT EVALUATION

A. Experiment setup

The proposed algorithm is evaluated on two image datasets, PI 100 and Caltech 101. The first dataset is exclusively collected for product image retrieval and classification in E-commerce, while the latter is popular for general image classification.

All of the experiments were performed on an Intel Pentium CPU 2.66GHz computer running Windows XP with 2GB RAM, implemented by mixing programming of MATLAB2010 and VC++6.0. In this experiment, 10% images of each category are randomly chosen as the query set. The hierarchical levels are set to 3 and the numbers of centroids at the first and the second level are set to 10, respectively. At the same set, compare the method with exhaust search, kd-tree and LSH. Each experiment was repeated 5 times and we report the average results over all experiments.

### Table I. The accuracy and time cost results of four search methods (PI100)

<table>
<thead>
<tr>
<th>Method</th>
<th>Average Accuracy (%)</th>
<th>Classification time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preprocessing/s/class</td>
<td>Test (s/image)</td>
</tr>
<tr>
<td>Exhaust</td>
<td>84.2</td>
<td>72.1</td>
</tr>
<tr>
<td></td>
<td>2.9</td>
<td>21.1</td>
</tr>
<tr>
<td></td>
<td>64.5</td>
<td>132.2</td>
</tr>
<tr>
<td>Kd-tree</td>
<td>84.2</td>
<td>72.1</td>
</tr>
<tr>
<td></td>
<td>6.7</td>
<td>25.7</td>
</tr>
<tr>
<td></td>
<td>73.2</td>
<td>152.4</td>
</tr>
<tr>
<td>LSH</td>
<td>81.1</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>10.5</td>
<td>82.3</td>
</tr>
<tr>
<td></td>
<td>25.5</td>
<td>50.3</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>1</td>
<td>77.6</td>
</tr>
<tr>
<td>clustering</td>
<td></td>
<td>63.8</td>
</tr>
<tr>
<td></td>
<td>3.7</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>80.9</td>
<td>68.3</td>
</tr>
<tr>
<td></td>
<td>5.1</td>
<td>22.4</td>
</tr>
<tr>
<td></td>
<td>6.6</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>84.0</td>
</tr>
<tr>
<td></td>
<td>71.5</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>22.4</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.5</td>
</tr>
</tbody>
</table>

B. Result & Discussion

1) Compare hierarchical clustering based NBNN with exhaust search, kd-tree, and LSH

Table 1 and Table 2 illustrate the classification results of NBNN on PI 100 and Caltech 101, respectively. Four search methods (exhaust search, kd-tree, LSH and hierarchical clustering with power law normalization distance) are separately employed to find the nearest neighbor for NBNN classification. For LSH, the number of hash bucket and hash table are set to 12, 10, respectively.

Some observations from Table 1 and analyses are briefly summarized as below:

(1) Both exhaust and kd-tree are exact search methods, while LSH and hierarchical clustering are implemented for approximate searching. The accuracies of the latter two are slightly worse than the exact search methods but perform is much more efficiency.

(2) The proposed hierarchical clustering based NBNN could get approximate accuracy, but it could arrive at 2.4~8.7s/image (PI 100), which are much efficiency than LSH and kd-tree, the latter even performs less efficiency than the simple exhaust search.

(3) The approach provides a trade-off between the accuracy and the cost. At level 1, only the first-level cluster centers are considered, the image-to-class distance is the sum of the distances between each inquiry descriptor and the nearest clustering centers at the first level. At level 2, the image-to-class distance is the sum of the distances between each inquiry descriptor and the nearest clustering centers at level 2, which is derived from the nearest centroid at level 1. At the third level, the image-to-class distance is the sum of the distances between each inquiry descriptor and the nearest descriptor associated with nearest second level centroid. The lost of accuracy at level 1 and 2 is largely brought by the quantization (employing descriptor-to-centroid distance), which is significantly reduced for level 3 (employing descriptor-to-descriptor distance). As the nearest descriptors are not always falling into the same cluster heap, the accuracy of level 3 is a little inferior to the exact search methods. “Soft assign” scheme can be employed to computer several nearest cluster to make the result more accuracy at the cost of lower efficiency.
2) Category cutting.

In addition, the so-called “category cutting” scheme is proposed and implemented to improve efficiency. The basic idea of “category cutting” is to narrow down the category scope as searching down the hierarchy levels. Some dissimilar categories are cut down based on the descriptor-to-centroid distances of the former level. Suppose the number of total categories is N, c% categories are cut down for each level, then at the first level, the distances of each query descriptor should be calculated to N categories; while at the second level, the search scope becomes N(1-c%), and at the third level, the search scope further shrunk to N(1-c%)^2. From Table 2, it can be observed that as c rises from 0 to 50%, the accuracy (PI 100) remain unchanged while the test time decrease from 8.4s/image to 5.4s/image. As c increases to 80%, the accuracy only fell by 2.1 percent, while the average test time dropped to 2.8s/image, decreased by about 66.7% percent.

IV. CONCLUSION

In this paper, the author combines hierarchical clustering with Naïve-Bayes nearest-neighbor for image classification and analyze the tradeoff between accuracy and efficiency. Furthermore, this paper proposes the scheme of category cutting, which could improve the test speed at the cost of little accuracy dropping, which is particularly efficient for large scale image classification. Experiments showed that the scheme is the most efficiency among LSH, kd-tree, and linear search algorithms.

TABLE II. THE ACCURACY AND TIME COST RESULTS WITH DIFFERENT PERCENTAGE OF CLASSES(PI 100)

<table>
<thead>
<tr>
<th>Percentage of category cutting (%)</th>
<th>Average Accuracy (%)</th>
<th>Test time(s/image)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI 100 Caltech 101</td>
<td>PI 100 Caltech 101</td>
</tr>
<tr>
<td>0</td>
<td>84.0 71.5 8.4</td>
<td>19.5</td>
</tr>
<tr>
<td>10</td>
<td>84.0 71.5 7.9</td>
<td>18.9</td>
</tr>
<tr>
<td>20</td>
<td>84.0 71.5 7.1</td>
<td>17.4</td>
</tr>
<tr>
<td>30</td>
<td>84.0 71.2 6.3</td>
<td>15.4</td>
</tr>
<tr>
<td>40</td>
<td>84.0 70.8 6.0</td>
<td>13.1</td>
</tr>
<tr>
<td>50</td>
<td>84.0 70.1 5.4</td>
<td>12.9</td>
</tr>
<tr>
<td>60</td>
<td>83.4 68.3 4.6</td>
<td>11.7</td>
</tr>
<tr>
<td>70</td>
<td>83.0 63.5 3.7</td>
<td>10.9</td>
</tr>
<tr>
<td>80</td>
<td>81.9 61.0 3.6</td>
<td>8.0</td>
</tr>
<tr>
<td>90</td>
<td>78.6 60.5 2.8</td>
<td>5.5</td>
</tr>
</tbody>
</table>

However, the better performance is achieved on the balanced categories, in which the numbers and the resolutions of images are equilibrium distribution in all the categories, that is, assuming similar densities in feature space for all classes, such that the same kernel bandwidth can be used for all of them. In practice, this assumption is often violated, resulting in a strong bias towards one or a few object classes. The future study should focus on the large scale image classification for unbalanced categories.
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