Design and Realization of Improved Image Restoration Method Based on Fuzzy Projection onto Convex Sets
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Abstract—Noise affects the recovery effect. So this paper proposed an improved method for image restoration. In this method, first of degraded images using wavelet transform to remove noise while fuzzy POCS algorithm to measure the reliability of the wavelet coefficients, so while eliminating noise can incorporate more reliable information. Experimental results show that the proposed approach in image restoration can effectively eliminate noise and improve image clarity.
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I. INTRODUCTION

Image restoration, image deblurring technology in particular, has been a hot topic in image processing. In recent years, there are many domestic and foreign scholars have conducted research, made a number of sophisticated image restoration algorithms, such as conventional POCS (POCS) algorithm, Lucy-Richardson (LR) algorithm, the literature algorithm, but also can not effectively solve the problem of image restoration morbidity. On the one hand, a lot of image restoration methods are based on the known point spread function (PSF) for image restoration, such as conventional POCS algorithm. Indeed, PSF is often unknown, it is necessary to estimate the frequency domain or spatial domain, but the estimated PSF are difficult to ensure its accuracy. On the other hand, The existence of noise in the image restoration of blurred and degenerated images containing noise will influence result of image restoration, especially in low SNR conditions. So noise must be effectively filtered out in image restoration process.

Combining the denoising and deblurring need, the article presents the way of image restoration with Wavelet Transform and fuzzy POCS. In terms of denoising, the introduction of the wavelet transform, which has the characteristic of multi-resolution analysis and wavelet packet analysis features and the function of characterization of local signal characteristics in two space-time domain, is very suited for noisy signal detection analysis and showing its components. For deblurring, we use fuzzy POCS for wavelet decomposition of the different observing images of the same scene to identify the wavelet coefficients of reliability. This will not only eliminate the influence of noise, and can ensure that the results of image fusion and reliable information as much as possible.

II. POCS FUZZY DEFINITION

Fuzzy POCS algorithm of this paper ,similar to conventional POCS algorithm, through integration of multiple observations (degraded) image information to achieve lower image noise and improve image clarity, only runs in the wavelet domain. According to the linear system theory, the observed image degradation model multi-system can be expressed as follows:

\[ g_i = h_i * f + n_i \quad i=1,2,...,N \]  (1)

\( f \) represents an original image and \( g_i, h_i, n_i \) are for the i-th observation (degraded) image, the i-th point spread function of the observation image (PSF), and the i-th images of the additive noise (typically Gaussian noise) respectively.

While the noise and blur of observation image and the presence of fuzzy wavelet coefficients observation image degradation and distortion exist, the information contained in the different observing different images, so it is possible to restore or reduce distortion.

In order to measure the degree of distortion of the wavelet coefficients, this paper introduces a fuzzy projection onto convex sets, which is defined as follows:

\[ A_\alpha^f = \left\{ x \in E : \left( \sum_{x \in E} u(x) \geq \alpha \right) \right\}, \quad \alpha \neq 0 \]  (2)

The formula means that the definition of fuzzy sets in E, \( A_\alpha^f \) is the \( \alpha \) truncation of \( A_f \) (0 \leq \alpha \leq 1), and for the
membership function $E$ on the range $[0, 1]$, indicating the degree of $E$'s membership. Common set of $A$, $\mu_A(x)$ is defined as:

$$\mu_A(x) = \begin{cases} 1 & \text{if } x \in A \\ 0 & \text{otherwise} \end{cases}$$

(3)

In order to meet the definition of convex sets, only:

$$\mu_A(\lambda a + (1-\lambda)b) \geq \min \{\mu_A(a),\mu_A(b)\}$$

(4)

Where $0 \leq \lambda \leq 1$

$$\gamma_l(l=1,2,\ldots,L)$$ is positive, taking into account the more advanced wavelet detail coefficients by the greater role of the low-pass filter, the less affected by noise, so in the case of the same magnitude, and its membership should be attached to the high than the low-level details of the wavelet coefficients, like $\gamma_1 \leq \gamma_2 \leq \ldots \leq \gamma_L$. Meanwhile, the wavelet transform coefficients of the approximation should be reliable, so the membership should be 1. To facilitate

$$\mu_A(G_i(\mu,\nu)) = \begin{cases} 1 & \text{if } G_i(\mu,\nu) \leq \gamma_l \\ 1-\exp\left(-\frac{G_i(\mu,\nu)}{\gamma_l}\right) & \text{otherwise} \end{cases}$$

(5)

III. ALGORITHM

A. Algorithm principle

As the absolute value of wavelet coefficients for image are larger, the noisy and blur effect seldom influence the image and the image is more credible, so the wavelet coefficients are more possible to closer to wavelet coefficients of the original image. Therefore, let each piece of observation images $g_i(i=1,2,\ldots,N)$ of $L$ level wavelet decomposition, $G_i(u,v)$ of the level $L$ of detail coefficients of wavelet, its membership can be defined as:

$$G_i(u,v) = \begin{cases} G_i(\mu,\nu) \text{ is level } L \text{ detail coefficient} \\ 1 \text{ approximative coefficient} \end{cases}$$

(6)

From the definition of membership function of (6) to see a collection of his correspondence is a convex set, define the wavelet coefficients to the projection of convex sets as follows:

$$p^* (G_i'(u,v)) = \begin{cases} 0, & \mu_A(G_i'(u,v)) < \alpha \\ G_i'(u,v), & \text{others} \end{cases}$$

(7)

Wavelet coefficients projected onto convex sets significance lies in the credibility of the wavelet coefficients dropped too low (set to 0), to ensure that the information (wavelet coefficients) the credibility of the algorithm results.

Further wavelet coefficient defined from expression of the greater degree of membership which are subjected to degradation factors, the higher the degree of confidence concept, in order to ensure the final image fusion have as much reliable information, in the wavelet domain for each observation (L level wavelet coefficients image) $G_i$ define the image of a convex set, and (L-level image wavelet coefficients) of the original image to the projection $F$ convex sets:

$$C_i = \{F(u,v) | abs(F(u,v)) \geq abs(G_i(u,v))\}$$

(8)

Projection for:

$$P_i^* F(u,v) = \begin{cases} F(u,v), & abs(F(u,v)) \geq abs(G_i(u,v)) \\ G_i(u,v), & \text{others} \end{cases}$$

(9)

Because of the above definition of a uniform set of membership functions and convex projection, for convenience, the following statements are no longer distinguish approximate coefficients and detail coefficients at all levels.

B. Algorithm steps

With the above definition and analysis, fuzzy POCS algorithm proposed process can be expressed as follows:

Step 1: Initialize $\alpha_{max}$, $\alpha_{min}$, and $\gamma_l(l=1,2,\ldots,L)$ let each observation images $g_i(i=1,2,\ldots,N)$ do level $L$ wavelet decomposition for the image $G_i(i=1,2,\ldots,N)$ of wavelet coefficients;

Step 2: Let $\alpha=\alpha_{max}$, $i=1$, $F=G_1$. $\hat{F}$ image shows the approximative image of the original image of the level $L$ wavelet coefficients;

Step 3: For each wavelet coefficients $\hat{F}(u,v)$ all of them projected onto convex sets $C_i$.

Step 4: If $i=N$, you go to step 5, otherwise $i=i+1$, return to step 3;

Step 5: For each wavelet coefficients $\hat{F}(u,v)$ projected onto convex sets $A_i$ can be expressed as $\hat{F}(u,v) = P_i^*(\hat{F}(u,v))$;

Step 6: if $\alpha=\alpha-\alpha_{step}$, and the next step is step 7.
Otherwise, it go to step 3;

Step 7: The final fused image \( \hat{f} \) of the inverse wavelet transform for \( \hat{F} \) is an estimate of the original image \( f \).

The above steps, Step 3 ensures that the final image as a fusion with a maximum of the most important information, steps 5 to ensure the reliability of the integration of information, and through the loop of Step 6, is reduced gradually so that the convex set is gradually expanded, thereby so that each of the wavelet coefficients based on the reliability of their order to be included in the phase.

IV. COMPARATIVE EXPERIMENT

Experiments are carried out on Matlab platform. Experimental use "sym4" wavelet for experiments of five class wavelet decomposition, setting

\[
\alpha_{\text{max}} = 0.99, \quad \alpha_{\text{min}} = 0.05, \quad \alpha_{\text{step}} = 0.01, \quad \gamma_1 = 5.0e-3, \quad \gamma_2 = 4.5e-3, \quad \gamma_3 = 4.0e-3,
\]

and produced five degraded images. The production of degraded images is based on the image degradation model (check expression 1), and each of PSF from the degraded image is generated by motion blur and Gaussian Blur convolution \(^{[10]}\), and \( \sigma^2 = 5 \) of Gaussian White Noise is set for additive noise.

In the experiments, the algorithm on the paper was compared with Lucy-Richardson (LR) algorithm and reference \(^{[6]}\) algorithm. Figure 1 is the results of experiment for the Lena image of \( 512 \times 512 \) size. The figure 1 (a) of them is the one of degraded images which are added by blur and noise.

In order to objectively evaluate the results of recovery of each algorithm, I introduce PSNR, running time of the algorithm, and the relevant measure \( K \) for image restoration, \( K \) expression as follow:

\[
K = \frac{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} f(i, j) g(i, j)}{\left( \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} f^2(i, j) \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} g^2(i, j) \right)^{1/2}}
\]

Their comparison results are shown below in Table 1:

<table>
<thead>
<tr>
<th>Image</th>
<th>PSNR algorithm (dB)</th>
<th>Algorithm running time (Second)</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>L-R algorithm (^{[6]}) algorithm</td>
<td>Algorithm</td>
<td>Algorithm</td>
</tr>
<tr>
<td></td>
<td>24.98</td>
<td>29.67</td>
<td>35.01</td>
</tr>
</tbody>
</table>

As can be seen from Table I, the proposed algorithm achieved ratio LR algorithm \(^{[6]}\) better restoration effect, because LR algorithm using only the information in a degraded image restoration, while the literature \(^{[6]}\) and use the algorithm for five degraded image information fusion method, the original image information thus acquired more and better recovery results; in addition, the literature \(^{[6]}\) in the frequency domain using the recovery method, according to the reliability coefficient, rounding unreliable factor (set to 0), and therefore its great performance and fuzzy performance denoising conflict, and algorithms used in the wavelet domain image restoration using a wavelet transform features, enabling different levels of detail in the image with varying degrees of processing, reducing the impact on the denoised image deblurring. From the correlation measure \( K \) values can also be seen that the algorithm is closer to 1, which is the three algorithms, the proposed algorithm for image restoration error is minimized, is closer to the original image on the visual senses. Considering the above three indicators, the best algorithm...
for image restoration.

In order to investigate the observed image (degraded image) affects the number of images on the fusion results, the following number of Lena test image in the case of 3, 5, 8 and 10, as showed in Table 2:

<table>
<thead>
<tr>
<th>Lena</th>
<th>The number of images</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR (dB)</td>
<td>32.02</td>
<td>34.92</td>
<td>34.97</td>
<td>34.98</td>
</tr>
</tbody>
</table>

Note from Table II, the number of images within a certain range, the observed image (degraded image) obtained the number, the higher the quality of the restored image, the closer the original image. However, when the number of observations increases to five or more images, image restoration quality and not on the number of images increases. This is because the number of the observed image to a certain extent, the newly added observation image cannot bring more new information, leading to the restored image PSNR slow growth or essentially unchanged.

V. CONCLUSIONS

This paper presents image restoration algorithm based on wavelet transform and fuzzy POCS combine. The algorithm needn’t using PSF in dealing with image blur through fusing the image information of wavelet decomposition to improve the clarity of final images. The introduction of POCS fuzzy wavelet coefficients in the image fusion process ensure the reliability of the fusion process, but also effectively suppresses noise. Finally, the fusion in wavelet domain can take advantage of the characteristics of wavelet transform to reduce the impact of noise on the image fusion effect, saving the running time of the algorithm to improve the image restoration effect.
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