Tibetan Recognition System Based on the Improved Extraction Algorithm of Complexity Index Feature
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Abstract—Tibetan character recognition is a significant module of multi-language information processing system in China. Owing to the special structure of Tibetan characters, the recognition of traditional Tibetan characters encounters the problems of low recognition rates and poor recognition effects. Through an in-depth study on features of Tibetan characters, this paper compared and analyzed the character feature extraction algorithm are used widely, and on this basis, a Tibetan character recognition system based on BP neural network was designed. The results of the experiments indicate that the improved extraction algorithm of complexity index feature to deal with Tibetan characters has the higher recognition rate and recognition speed.
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I. INTRODUCTION

Tibetan traditional culture which is one of the most wonderful work among cultural treasure of the human world[1], and one out of a multitude outstanding achievements in this splendid Tibetan culture is the Tibetan language, which is the precious heritage in the history of world culture[2]. As other language recognition, the Tibetan which is printed or written on paper can be distinguished and texted automatically by computers, people's mental and physical labor intensity can be greatly reduced through this kind of ideal means of high-speed text input, we can describe visually, Tibetan recognition which is a technique to let the computer ‘know’ the Tibetan language[3]. It will greatly promote to the Tibetan compatriots in economy, culture and education, of common prosperity, stability and development.

II. THE TRADITIONAL EXTRACTION ALGORITHM OF COMPLEXITY INDEX FEATURE

Complexity index[4] is a kind statistical feature of character, the basic theory is according to the feature of various complexity index to distinguish characters. The feature is not sensitivity to the size and the location of the characters, but it owns quite good ability of classification[5]. Generally, to realize the complexity index right now, is to computing characters of transverse and longitudinal centroid of the square root of the second moment at the first place, secondly is to find out the line length where the characters in x and y direction, the final step is to calculate the ratio to get the complexity index in x and y direction[6]. The simple method of how to computing complexity index can reflect the statistical characteristics of Tibetan characters, in the application it owns great effect on recognition. However, we can observe lots of problems to improve the algorithm through careful analysis, such as: (1) the influence of complexity index coefficient is too simple[7]; (2) the simple statistics of x and y direction can't completely reflect the complexity index of image[8].

III. THE IMPROVED EXTRACTION ALGORITHM OF COMPLEXITY INDEX FEATURE

If the binary image after being processed is $N \times N$ array, with $P(x, y)$ represents the pixel values which is a point on abscissa for x and on the ordinate for y. While the expression of existing pixel values is as follow:

$$P(x, y) = \begin{cases} 1 & (x, y) = 0, 1, 2... N - 1 \\ 0 & \text{otherwise} \end{cases}$$

(1)

With $\delta_x$ and $\delta_y$ represent the length of the characters of horizontal and vertical line segments, with $C_x$ and $C_y$ represent the complexity index of the characters on x and y directions, with $L_x$ and $L_y$ represent the length of the characters in the x and y directions. While there are defined expressions as follows:

$$\delta_x = \sqrt{\frac{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} (x - C_x)^2 P(x, y)}{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} P(x, y)}}$$

(2)

$$\delta_y = \sqrt{\frac{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (j - C_y)^2 P(i, j)}{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} P(i, j)}}$$

(3)
Then $C_x$ and $C_y$ can be expressed as:

$$C_x = \frac{L_x}{\delta_x} \quad (4)$$

$$C_y = \frac{L_y}{\delta_y} \quad (5)$$

While $G_x$ and $G_y$ is the coordinate value of the image centroid of the character. The formula is as follows:

$$G_x = \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} xP(x, y)}{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} P(x, y)} \quad (6)$$

$$G_y = \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} yP(x, y)}{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} P(x, y)} \quad (7)$$

There are sixteen kinds of combination of grid in total, after separating all the images of character into $2 \times 2$ grids. While $L_x$ and $L_y$ are the calculated value which is based on the 16 types of grid in the images affect the x direction line and y direction line. Then choose different impact factors generally, and to count the 16 types of complex values $L_x$ and $L_y$ for x and y direction at last:

$$L_x = \sum_{i=0}^{15} L_{x,i} S_i \quad (8)$$

$$L_y = \sum_{i=0}^{15} L_{y,i} S_i \quad (9)$$

Finally, according to the formula (4) and (5) to calculate the complexity index $C_x$ and $C_y$. Statistical amount of the type I grid in the whole image is $S_i$.

To solve the mentioned shortcomings, we will make the following improvements of the traditional extraction algorithm of complexity index feature in this paper.

Change the way to describe the statistical value of complexity index. We only use the value of influence before, but now we combine the weight coding and the impact factor instead, that is to say, from the top to the bottom, from the left to the right, each square takes up the value of $2^0$ to $2^3$, therefore, from the left to the right, from the top to the bottom, the value of mesh from each gridding just expressed by Fig.1.

Then the central value represents the gridding from the first to the sixteenth types is zero to fifteen. We can increase the contrast where pixel of characters goes in x direction and y direction of the distribution of gridding, because the pixel of characters takes up different places in the gridding. At the same time, because of the shapes are different from other characters, the shapes all towards the x direction from the top to the bottom, an increasing amount of characters turns black into white, the other growing quality of characters turns white into black. At this moment, we could not affect the feature of Tibetan characters exactly by using simple complexity index[9], merely, we could calculate different statistical value with the method of measure the trend of binary coding, because of the different location of the pixel in x or y direction. Not only improves the ability to sort, but also reflects differences between the two types well.

To an image of character, the statistical feature is reflected well by the distribution feature of the pixel of characters. Different characters have different shapes and trend, based on this to increase the quality of complexity index, according to the color of the pixel to add the complexity index of white pixels $C_w$ and black pixels $C_b$, in line with the trend of characters distribution to add the complexity index $C_l$ and $C_r$ which is lean to the left and right.

The impact factors of feature $L_x$, $L_y$, $L_w$, $L_b$, $L_l$, $L_r$ are represented by sixteen types of gridding $L_{x,0} \square L_{x,15}$, $L_{y,0} \square L_{y,15}$, $L_{w,0} \square L_{w,15}$, $L_{b,0} \square L_{b,15}$, $L_{l,0} \square L_{l,15}$, $L_{r,0} \square L_{r,15}$, like the Table to choose the value:

Through the formula (8) and (9) to calculate $L_x$ and $L_y$, also we can calculate $L_w$, $L_b$, $L_l$ and $L_r$ in a similar way. By making use of formula (4), (5) and the value we just calculated to get complexity index $C_x$, $C_y$: $C_w$, $C_b$: $C_l$, $C_r$. After counting we could get the feature of six-dimensional complexity index. To separate the characters in similar shape easily, the characters feature is reflected by this complexity index in a better way. Therefore, we could get six-dimensional component after counting the feature of complexity index.
TABLE I THE IMPROVED IMPACT FACTORS OF COMPLEXITY INDEX

<table>
<thead>
<tr>
<th>(L_x=0)</th>
<th>(L_y=0)</th>
<th>(L_w=1)</th>
<th>(L_b=0)</th>
<th>(L_l=0)</th>
<th>(L_r=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L_x=0.5)</td>
<td>(L_y=0.5)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.25)</td>
<td>(L_l=0.5)</td>
<td>(L_r=0.5)</td>
</tr>
<tr>
<td>(L_x=0.5)</td>
<td>(L_y=0.5)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.25)</td>
<td>(L_l=0.5)</td>
<td>(L_r=0.5)</td>
</tr>
<tr>
<td>(L_x=1)</td>
<td>(L_y=0)</td>
<td>(L_w=0.5)</td>
<td>(L_b=0)</td>
<td>(L_l=0)</td>
<td>(L_r=0)</td>
</tr>
<tr>
<td>(L_x=0.5)</td>
<td>(L_y=0.5)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.25)</td>
<td>(L_l=0.5)</td>
<td>(L_r=0.5)</td>
</tr>
<tr>
<td>(L_x=0)</td>
<td>(L_y=1)</td>
<td>(L_w=0.5)</td>
<td>(L_b=0.5)</td>
<td>(L_l=0)</td>
<td>(L_r=0)</td>
</tr>
<tr>
<td>(L_x=0)</td>
<td>(L_y=0)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.5)</td>
<td>(L_l=0)</td>
<td>(L_r=1)</td>
</tr>
<tr>
<td>(L_x=0)</td>
<td>(L_y=0)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.5)</td>
<td>(L_l=0)</td>
<td>(L_r=0)</td>
</tr>
<tr>
<td>(L_x=0.5)</td>
<td>(L_y=1)</td>
<td>(L_w=0.5)</td>
<td>(L_b=0)</td>
<td>(L_l=0)</td>
<td>(L_r=0)</td>
</tr>
<tr>
<td>(L_x=0.5)</td>
<td>(L_y=0.5)</td>
<td>(L_w=0.75)</td>
<td>(L_b=0.25)</td>
<td>(L_l=0.5)</td>
<td>(L_r=0.5)</td>
</tr>
</tbody>
</table>

**IV. THE STEPS OF EXPERIMENT AND RESULTS OF ANALYZING**

We choose seventy-five different Tibetan characters in serif font to test, each character has three font sizes (number14, number20, number26), and corresponds to a model, that is to say seventy-five Tibetan characters in serif font have seventy-five models. In this paper under the environment of Windows 7, we program with MATLAB and do simulation experiments on it.

In this experiment, first of all, use iterative thresholding and Otsu thresholding in the global threshold binarization to deal with Tibetan characters by binarization processing, to change the gray image of Tibetan characters into binarization image, reduce capacity of data storage and complexity of the subsequent processing.

Secondly, the image of Tibetan characters is operated smoothly with median filtering, not only eliminate noise but also keep the details of image and get rid of isolated noise, interruption and smooth stroke edge.

Separate the image of binary characters into \(2 \times 2\) gridding, to get the complexity index in X and Y direction according to the method of measure the trend of binary coding, to get the complexity index of white pixel W and black pixel B according to the color of pixel. The last step is to get the complexity index of L and R which lean to the left and right, and to get classification to Tibetan characters by the BP neural network. To compare the results with the Tibetan characters feature extracted through the traditional algorithm of complexity index feature. Table is the construction and parameter about the experiment of BP neural network by using traditional algorithm. Table is construction and parameter about the experiment of BP neural network by using traditional algorithm has been improved.

As Table, recognition rate of the extraction algorithm of complexity index feature has been improved is better than traditional one.

**V. CONCLUSION**

There are some problems of the traditional extraction algorithm of complexity index feature, such as impact factors of complexity index are too simple and it could not reflect the complexity index of images completely by counting value in x and y direction. In this paper, we put forward the improved extraction algorithm of complexity index feature is based on analyzing the feature of Tibetan language thoroughly, the way to describe statistical value of complexity index has been changed by this algorithm, we only use the value of influence before, but now we combine the weight coding and the impact factor instead, furthermore, the statistical feature of two-dimensional complexity index in traditional algorithm is instead of six-dimensional. A large amount of experimental data indicate that to compare with traditional extraction algorithm of complexity index feature the improved one to deal with Tibetan characters has the higher recognition rate and recognition speed.
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