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Abstract—General-purpose many-core network processors have been widely used in network packet processing due to its high programmability and parallel processing ability. The design of general-purpose many-core network processors involves a lot of key technologies, including packet scheduling, inter-core communication, co-processing, etc. The verification of these technologies is essential before applied to the system. However, there are some of limitations in the current software-based verification platform, such as low simulation speed and fidelity. A FPGA-based verification platform for general-purpose many-core network processors (VeriNP) is proposed in this paper. The VeriNP supports verification of network processor for at least 16 real RISC CPU cores, and the frequent of cores can run at 100MHz or higher. Based on the VeriNP platform, two packet scheduling algorithms are studied and verified.
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I. INTRODUCTION

With constantly enrich of network business, the requirement for flexibility of network equipment has been extremely increasing. Due to its inherent inflexibility feature, the traditional ASIC-based network equipment has been unable to meet the development of network business. And the software programming of network processor with customized cores is also a little bit difficult. The flexibility in programming of general-purpose multi-core and many-core makes them easy to adapt to different network business [1]. And as the number of cores increasing, the processing performance of general-purpose multi-core and many-core is becoming higher. The number of cores for many-core is more than multi-core, and correspondingly, its performance is higher than multi-core. It has become a significant trend to perform network processing based on general-purpose many-core [2, 3, 4]. General-purpose many-core network processors, such as TILE-Gx [5], NPS-400 [6], are widely used in network equipment such as router, switch, firewall, intrusion detection system, etc.

The design of general-purpose many-core network processor involves many key technologies, e.g. packet scheduling, inter-core communication, co-processing, lookup and classification, etc. Most of the verification platforms for these technologies are based on software simulation, such as NepSim [7], ComNetSim [8], PALAC [9], P-GAS [10], Graphite [11] etc. The software simulation verification platforms only occupy partial resources of CPU, and there are a lot of cores and hardware modules should be simulated, which makes the speed and throughput slow. To accelerate the process of simulation, the software simulation verification platforms usually reduce the simulation fidelity or simplify details of the running system.

With the development of programmable hardware, it is prevailing to perform packet processing based on FPGA (Field Programmable Gate Array). The processing performance of FPGA is much higher than software, and the FPGA is easy to be reconfigured. The advantages of FPGA make it possible for key technologies of general-purpose many-core network processors to be verified based on it. FPX [12] is a reprogrammable network packet processing system based on FPGA, it utilizes the configurability of FPGA to implement different network processing task; however, it does not integrate cores.

In this paper, the architecture of the verification platform for general-purpose many-core network processors (VeriNP) is introduced. The architecture has separated data SRAM and instruction SRAM for each core, and data SRAM can be directly accessed by packet scheduler. This architecture can match real network processor’s memory system. By tailoring the components that are unrelated of network processing, VeriNP can integrate more than 16 C-programmable general-purpose CPU cores, and the CPU cores can run at more than 100 MHz. Two scheduling algorithms are studied and verified as a user case on VeriNP.

The rest of this paper is organized as follows. Section II and III introduce the background and related work. Section IV describes the design and implementation of the FPGA-based verifying platform. Section V studies and verifies two packet scheduling algorithms for general-purpose many-core network processors. Finally, Section VI concludes the paper and represents the future work.

II. BACKGROUND

General-purpose many-core network processors have the advantage of flexibility and performance; however they are some technological challenges, such as packet scheduling, software programming model, inter-core communication.
• Packet scheduling: Packet scheduling performance seriously affects the performance of general-purpose many-core network processors. It is challenging to achieve high load balance between massive cores. The theoretically processing performance of general-purpose many-core network processors is the sum of each core processing performance, while the actual processing performance is largely reduced if loads are not balancing. The scheduling algorithms for general-purpose many-core network processors should be optimized designed and verified.

• Software programming model: There are two processing model in network processors, Run-to-Completion (RTC) and pipeline [14]. In RTC processing model, a task is processed by one core until completed, while in pipeline processing model, a task is divided into several phases, and each phase is processed by the corresponding core. The efficiency and complexity of software programming model depend on the processing model, and how to design optimized software programming model is a challenge.

• Inter-core communication: Communication and data transmission between cores of general-purpose many-core network processors is complex, and traditional on-chip bus and crossbar cannot support high-speed communication and data transmission among the CPU cores. Network-on-Chip (NoC) is a new interconnection methods, it is widely used in communication and data transmission between cores. However, the specific structure of NoC used in different general-purpose many-core network processors should be carefully designed and verified.

A verification platform for general-purpose many-core network processor is thus required to provide the environment for the key technologies emulation and evaluation. The platform should be reconfigurable for different network processor architectures. Moreover, the platform should integrate at least 10 cores for many-core verification. Lastly, the more details of the technologies should be able to verified in the platform.

III. RELATED WORK

There are mainly two kinds of the network processor verification platform, i.e., network processor software simulator-based verification platform and FPGA-based verification platform.

Yan et al. [7] propose NepSim network processor simulator, which is a network processor simulation environment based on Intel IXP1200 network processor architecture. NepSim can support at most four microengine simulation cores, the performance and power consumption of network processor components can be quantitatively analyzed at cycle-level. The optimization design of network processors could be made by analyzing the tradeoff between performance and power consumption. ComNetSim simulator [8] implements the abstract model of Cisco Toaster network processor by using object oriented programming in C++ environment, and the behavior of network processor components can be simulated and studied in it. PALAC [9] is a system developed by Stanford University to study packet classification algorithms. The system consists of traffic generator, packet classifier algorithms and statistics collection mechanisms. Packet classification algorithms can be designed and verified through the system.

Using the high performance and configurability features of FPGA, John et al. [12] propose FPX reprogrammable network packet processing system, which integrated packet receiving, sending, processing and other functions modules, and packet processing hardware of routers and firewalls can be rapid deployed into it by changing the reconfigurable function modules. Dan et al. [13] have studied IP packet compression technology based on network processor which is implemented on FPGA, while there is no specific structure of the FPGA-based network processor.

IV. DESIGN AND IMPLEMENTATION OF VERINP

A. Architecture of VeriNP

The VeriNP is designed based on tailored C*CORE [15] and the architecture of VeriNP is shown in Fig. 1.

Fig. 1. The architecture of VeriNP

The VeriNP mainly includes: pre-processing module, post-processing module, input scheduling module, output scheduling module, general-purpose many-core array, peripheral interface and extended modules.

Pre-processing module performs pre-processing of incoming packets, e.g. flow control. Post-processing module performs post-processing of output packets, e.g. discard packets. Input scheduling module sends packets to cores according to specific packet scheduling algorithm for further processing. Output scheduling module fetches packets from cores after processing is completed.

General-purpose many-core array is responsible for the packet processing functions. The array is constructed based on tailored C*CORE (i.e. ucore in Fig. 1). General-purpose many-core array can be programmed with C or C++ high-level language, and instructions can be loaded to its instruction SRAM through JTAG bus. Due to the separated instruction SRAM of the cores, both RTC and pipeline software programming model can be supported.

The functions of the general-purpose many-core array can be extended by utilizing high-speed AHB bus, which is important for hardware coprocessor verification for network processor.
B. Tailoring and Implementation of UCORE

To reduce the complexity of cores in general-purpose many-core array, the C*CORE is tailored for packet processing. The principle of tailoring is cutting out instructions and modules that are not related to or hardly used in network processing.

For instance, MAC instruction is seldom used in network processing but occupies comparatively large resources. Timers and some unavailable registers are also costly in resources and they should also be removed from the cores.

Table I illustrates the resources comparison between C*CORE and UCORE. LC combinational logics resource of a C*CORE and UCORE is respectively 9349 and 7576, the reducing ratio is 18.96%; LC registers resource of a C*CORE and UCORE is respectively 4485 and 3597, the reducing ratio is 19.80%.

Multiple regression tests have been performed after tailoring. Large amount of use cases are been created to validate the tailored instruction set, and the execution results are checked for the consistency. The result of the regression tests proves that the UCORE has the same correct functionality as the C*CORE.

C. Implementation of VeriNP

The UCORE array is running at different clock domain with input and output scheduling, in order to provide high performance. VeriNP has been implemented on FPGA, and the FPGA device is Stratix IV EP4SE530F43C4, including 424960 ALUTs and 21233664 memory bits. The resources utilization of VeriNP and UCORE array is shown in Table 2. It can be seen that UCORE array occupies main resources of the VeriNP platform.

The first round-robin scheduling algorithm is based on doorbell mechanism. This scheduling method maintains two state registers RX and TX for each core in UCORE array. When the scheduler is initialized, all RX and TX registers are set to 0. A core’s RX register is set to 1 when a packet processing task is assigned to it, and the core cannot be assigned packet processing tasks before the RX register resetting to 0. TX register is set to 1 after the packet is processed, indicating the packet can be output. After the processed packet being output, RX and TX registers are cleared, and the core can be assigned packet processing task again. The algorithm of round-robin scheduling based on doorbell is shown in algorithm 1.

The second round-robin scheduling algorithm is based on mailbox mechanism. The structure of this scheduling method is shown in Fig. 2.

In this scheduling method, the data buffers of each core are organized as a ring. The address pointer register and available buffer counter register are maintained for each data buffer ring. The address pointer register indicates the write address of the incoming packet. The available buffer counter register indicates the number of available buffers of a core. When a packet is received, the address allocation module checks whether there is an available buffer block. And, the packet is dispatched to the next available core. The algorithm of round-robin scheduling based on mailbox is shown in algorithm 2.
Throughput (Gbps)

It is noted that the throughput of round-robin scheduling based on algorithms increase linearly with the core numbers. It is worthy to mention that the scalability of round-robin scheduling algorithm is better than the mailbox one.

VI. CONCLUSIONS AND FUTURE WORK

General-purpose many-core network processor is an important trend for network processing due to its high programmability and processing performance. The design of general-purpose many-core network processor involves a lot of key technologies. A FPGA-based platform VeriNP is designed to provide a high-performance and trust-worthy platform for the different technologies. VeriNP integrates separated data SRAM and instruction SRAM for each CPU core, and it can support both RTC and pipeline software programming model. The resource utilization and the performance of the two packet scheduling algorithms are studied and verified as a use case of VeriNP.
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