The Suppression of Narrow band Jammers Algorithm and the Implementation of Beidou B3 Signal
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Abstract—This paper investigates the use of the transform domain adaptive filtering algorithm to suppress narrowband jammers in Beidou B3 signal, which reduces the amount of calculation and improves Convergence properties compared to the time domain least mean square algorithm. The theorem and derivation process of the time and frequency domain adaptive filters and the convergence property is discussed. Finally, analysis the frequency spectrum properties of transform domain adaptive filtering before and after suppressing of the narrowband jammers and the convergence of weights and mean square error via matlab simulation, And compare to the time domain least mean square which show that the frequency domain adaptive filtering can effectively suppress the single-tone jammer.
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I. INTRODUCTION
Due to the satellite signal is weak and susceptible to interference, it is necessary to employ some type of jammer suppression technique. We proposes the transform domain adaptive filtering to suppress narrow-band jammers because of the large amount of calculation of the time domain least mean square(LMS) algorithm, which mainly studying the single-tone jammers of the narrow-band jammers. According to the characteristics of the satellite signals and jammer signals, and the energy of the jammer signals concentrated in one or some frequency bins through the Fast Fourier transform from the time domain to the frequency domain. But the useful signal has a low power spectral density in all frequency bins. The adaptive filtering should seek amplitude peaks which are indicative of a high-power jammer and suppressing jammer signals and retain the useful signal. Finally, the convergence properties of the frequency domain adaptive filter are illustrated via matlab simulation, which based on the theoretical derivation of the algorithm.

II. THE SIGNAL MODEL AND THE TIME DOMAIN LMS ADAPTIVE ALGORITHM

A. The Signal Model
The received signal ,sampled at the chip rate, can be represented as[1]:

\[ x(k) = s(k) + j(k) + n(k) \]  

(1)

Where, \( s(k) \) is the B3 signal of a satellite, \( j(k) \) denotes the single-tone jammers, \( n(k) \) is assumed to be a sample function of a white Gaussian noise.

The error signal:

\[ e(k) = d(k) - y(k) \]

Where, \( d(k) \) represents the desired response.

Performance function of mean square error:

\[ \xi(k) = E[e^2(k)] \]
LMS adaptive filtering also do not require explicit measurements of correlation functions or matrix inversion, which is based on the method of steepest descent. Using the $\nabla$ represents the surface of the mean square error performance:

$$\nabla = \frac{\partial E}{\partial w_1} \frac{\partial E}{\partial w_2} \cdots \frac{\partial E}{\partial w_n} = 2E[x(k)] \frac{\partial x}{\partial w_1} \frac{\partial x}{\partial w_2} \cdots \frac{\partial x}{\partial w_n}$$

(2)

In order to obtain the weight iteration formula, it is necessary to further derivation, $-\frac{\partial}{\partial w_i}$ are the partial derivatives of the mean square error with respect to the weight values:

$$\left[ -\frac{\partial E}{\partial w_1} -\frac{\partial E}{\partial w_2} \cdots -\frac{\partial E}{\partial w_n} \right] = -x(k)$$

(3)

Substituting the above equation into (2):

$$\nabla = -2E[x(k)x(k)]$$

(4)

We assume that the input signals and expected response can be regarded as stationary stochastic variables, the input signals and desired response are mutually uncorrelated, the mean-square error can be calculated as follows:

$$\xi(k) = E[x(k)x^T(k)] = E[d(k)x(k)^T]W(k) = E[d(k)x(k)W^T(k) - 2E[d(k)x(k)]W^T(k)]$$

(5)

Where, the mean-square error is a quadratic function of the weight values.

We assume the $R = E[x(k)x^T(k)]$ is the autocorrelations of the input signals, and the column matrix $r = E[d(k)x(k)]$ is the set of cross correlations between the input signals and the desired response signal. The mean-square error can also be defined as:

$$\tilde{\xi}(k) = E[\tilde{x}(k)\tilde{x}(k)^T] = E[d^2(k)] + W^T(k)\Sigma(k)W(k) - 2E[d(k)x(k)]W^T(k)$$

(6)

By using the LMS algorithm for finding approximate solutions. The weight vector on the $(k+1)$ th iteration is:

$$W(k+1) = W(k) + \mu(-\nabla)$$

(7)

Where, $\mu$ is the convergence factor. According to the above equations, (7) can be expressed as:

$$W(k+1) = W(k) + 2\mu\tilde{x}(k)[d(k) - W^T(k)x(k)]$$

(8)

and then taking the expected value of both sides of (9), becomes:

$$E[W(k+1)] = (1 - 2\mu R)E[W(k)] + 2\mu r$$

(9)

The convergence of $E[W(k)]$ can be defined as:

$$0 < \mu < \frac{1}{\lambda_{\text{max}}} = \frac{1}{E[|x(k)|^2]_{\text{max}}}$$

(10)

Where $\lambda_{\text{max}}$ is the maximum eigenvalue of the autocorrelations of the input signals.

III. THE DERIVATION OF THE TRANSFORM DOMAIN ADAPTIVE FILTERING ALGORITHM

A. Frequency Domain Adaptive Filtering theory

Frequency domain adaptive filtering process: the input signal is processed by N points Fourier transform for conversion into the frequency domain. A signal-tap complex adaptive filter acts on each frequency bin of the transform domain signal, then obtaining the error signal by difference between the expected signal and the weights of the output signal, and then will be processed by an inverse Fourier transform to return to the time domain, which can suppress the jammers. We assume that the error signal as the output signal. Figure 1 is the block diagram of a frequency-domain adaptive filter.

![FIGURE I. THE FREQUENCY ADAPTIVE FILTERS](image)

In the Suppression of narrowband jammers algorithm that based on FFT, in order to reduce the spectrum leakage, add the window function in every data segmentation before FFT transform in the frequency domain direct sequence spread spectrum anti-jammer algorithm.

The computation comparison: the transform-domain filter provides significant implementation advantages compared to time-domain filter[4]. Accordingly, the ratio of the frequency domain LMS for computation of time domain LMS as follows:

$$\frac{\text{number of frequency domain multiply}}{\text{number of time domain multiply}} = \frac{3\log_2(N/2) + 4}{2N}$$

(11)

The Fourier transforms produce a set of nearly orthogonal component, which can form autocorrelation matrix that approximate to diagonal matrix, which improved the convergence properties compared to the time domain LMS algorithm.
B. The derivation of frequency domain adaptive filtering algorithm

As with time domain adaptive filtering, the frequency adaptive weights can be obtained by the Widrow-Hoff algorithm. As for one tap weight adaptive filter, the update weight can be described as follows:

\[ W(k+1) = W(k) + 2\mu e(k)X^*(k) \]  
(12)

Where, \( X(k) \) are the frequency signal, and the \(^*\) represents the complex conjugate.

The following discussion of frequency adaptive algorithm for the suppression of narrowband jammer in spread spectrum domain[5-6]. The block diagram of frequency domain adaptive filter can be modified as following:

The input signal becomes one from two, and using \( X(k) \) instead of the desired signal;

Introducing weight leakage factor \( \alpha \) \((0 < \alpha < 1)\) and the weight update equation becomes:

\[ W(k+1) = \alpha W(k) + 2\mu e(k)X^*(k) \]  
(13)

Making the error signal \( e(k) \) as the output signal

\[ e(k) = X(k) - W^T(k)X(k) = [1-W^T(k)]X(k) \]  
(14)

This derivation is based on the basic Widrow-Hoff LMS algorithm. Substituting the error signal into (12), becomes:

\[ W(k+1) = \alpha W(k) + 2\mu[1-W(k)]X(k)X^*(k) \]  
(15)

Assuming that \( X(k) \) is independent of \( X^*(k) \) and \( W(k) \) is independent of \( X(k) \) and \( X^*(k) \). Additionally, if the input samples are assumed to be zero mean, \( E\{X(k)X^*(k)\} \) can be replaced by the input signal power \( \sigma^2 \). The expected value of (15) is given by:

\[ E\{W(k+1)\} = (\alpha - 2\mu\sigma^2)E\{W(k)\} + 2\mu\sigma^2 \]  
(16)

Assume that the weight equal \( W(0) \) at time zero, the expected value of the \( (i+1) \) th weight can be described as following (17) based on the equation above:

\[ E\{W(i+1)\} = (\alpha - 2\mu\sigma^2)^iW(0) + 2\mu\sum_{i=0}^{i} (\alpha - 2\mu\sigma^2)^i\sigma^2 \]  
(17)

Consider the first term on the right, as \( i \to \infty \), \( E\{W(i)\} \) tends to a certain value, and \( E\{W(0)\} \) is independent of \( E\{W(0)\} \), thus, the convergence factor value should be satisfied the bound:

\[ |\alpha - 2\mu\sigma^2| < 1 \]  
(18)

Due to the convergence factor \( \mu > 0 \), therefore, a bound is placed on \( \mu \) to ensure that weight value is convergence:

\[ 0 < \mu < (\alpha + 1)/2\sigma^2 \]  
(19)

Consider the second term of (17) on the right equal \( 2\mu\sigma^2/(1-\alpha + 2\mu\sigma^2) \) as \( i \to \infty \), because it is the Geometric series summation of common ratio is \( \alpha - 2\mu\sigma^2 \) and The first item is one. In conclusion, the first term approaches zero as \( i \to \infty \), then obtaining the optimized weight:

\[ W(\infty) = \sigma^2/((1-\alpha)/2\mu) + \sigma^2 \]  
(20)

IV. ALGORITHM SIMULATION AND PERFORMANCE ANALYSIS

Frequency domain LMS algorithm is compared with the time-domain LMS computational complexity and convergence properties simulation diagram can be obtained by the formula (11) as shown in Figure 2:
Figure 2 shows that the frequency domain LMS algorithm computational complexity is greatly reduced compared with the time domain LMS algorithm.

In Figure 3, the simulation results show that the time domain LMS and frequency domain LMS have similar convergence speed under the same convergence factor when the algorithm is convergent.

The analysis of the frequency domain adaptive anti-jamming properties as follows: assuming signal sampling frequency: $f_s = 62MHz$, carrier frequency: $f_c = 1268.52MHz$, jammer-to-signal power: $JSR = 70dB$, carrier-to-noise ratio: $CNR = 37dB$, and the tap weight leakage: $\alpha = 1 - 2^{-14}$. By the weights of convergence condition formula (19) can calculated the convergence value: $0 < \mu < 1.26 \times 10^{-12}$. Here, we use 256 FFT points instead of 128 FFT points. As the general data points more, select the data section after FFT transform and the simulation analysis, adopting 61 iterations.

Add a single tone jammer at time zero, and Figure 4 shows that signal spectrum before and after suppressing the single-tone jammer under the same convergence factor. Figure 4(a), (b) respectively before and after the single tone jammer suppressed signal spectrum.

Figure 5 shows the curve of the amplitude of weights and mean square error convergence properties. Figure 5(a)(b) respectively show the amplitude of jammer frequency signal and non-jammer frequency signal for the times of iteration, Figure 5(c) shows the mean square error as a function of the times of iteration of different convergence factor. For the convergence factor $ata=2^{-1}$, the weights of amplitude and mean square error tends to be stable after 40 iterations, and the convergence time is about $t_2 \approx 8\mu s$; while the convergence factor $ata=2^{-5}$, the weights of amplitude and mean square error tends to be stable after 12 iterations, and the convergence time is about $t_5 \approx 2\mu s$. Therefore, the bigger convergence factor results in less number of iterations within a certain range of convergence factor as show in Figure 5(a)(b)(c), and the convergence rate is consistent between the jammer frequency signal and non-jammer frequency signal.

**V. CONCLUSIONS**

This paper mainly discusses the use of the transform domain adaptive filter for suppression of signal-tone jammer which in the beidou B3 signal. Compared with time domain LMS algorithm, the simulation results show that similar convergence rate under the same convergence factor, but the amount of calculation is reduced greatly. Simulation analysis presented in this paper show the transform domain adaptive filtering can effectively suppress the signal-tone jammer. The
convergence time is consistent whether the jammer frequency signal or non-jammer frequency signal, and the different convergence factor results in different time.
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