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Abstract. Future internet works will include large numbers of portable devices moving among small, wireless cells. Users demand seamless mobility and Quality-of-Service (QoS) provisioning to support real-time applications. Hierarchical Mobile IPv6 (HMIPv6) is designed to reduce the amount of signaling required and to improve handover speed for mobile connections. In this paper, the architecture and operation of Mobile IPv6 protocols is studied and evaluated based on the QoS parameter. The simulation was carried out by using the Network Simulator -2. The simulation results show that, HMIPv6 performs best compared to MIPv6. The MIPv6 suffers large handover latency.

Introduction

Next generation wireless networks offer the promise of high speed access as well as IP-based data services to the mobile hosts. Protocols would be required to maintain the same level of performance in the wireless networking environment with frequent handoffs, as in the wire-lined environment.

As a mobile node (MN) travels between wireless cells, data transfer between the MN and the correspondent node (CN) will be typically changed from an old to a new access router (AR). In most mobility solutions, this process involves changes of routing entries in the MN and the CN, in addition to some designated mobility agents (home agent and/or foreign agent), and is called a handoff. It must ensure that end-to-end connectivity is maintained in a seamless way despite the changed path. So, the most famous protocol that supports mobility in IP networks.

Mobile IPv6 (MIPv6) [12] describes how mobile node can change its point of attachment from one access router to another. Hierarchical Mobile IPv6 (HMIPv6) [11] is one of protocols that is designed to reduce the amount of signaling required and to improve handover speed for mobile connections.

In this paper, The architecture and operation of each protocol is studied and are evaluated based on the Quality of Service (QoS) parameter: handover latency. The simulation was carried out by using the Network Simulator-2.

The rest of this paper is organized as follows. Section II discusses Mobile IPv6 Handover Process. Section III presents our performance analysis. Finally, in Section IV, we conclude this paper and give the future work.

Mobile IPv6 Handover Process

The system for handoff is based on the following scenario: the MN has a regional Care-of Address RCoA1 and an on-link Care-of Address LCoA3, which is depicted in Fig.1. When the CN sends packets to the MN, the packets will be sent through MAP1 to the MN’s LCoA3.

1. When the MN is about to move from the MAP1 domain to the MAP2 domain:
   1) The MN sends a request control message to MAP1 to construct a multicast group for the MN.
   2) MAP1 forms a multicast group for the MN and sends a multicast group join request to all other neighboring ARs. The neighboring ARs send response messages after receiving these multicast group requests toward MAP1 to show their availability to receive multicast packets from MAP1.
3) The packets encapsulated by MAP1 are tunneled from the CN to the multicast group members. These ARs buffer the packets. As a final point, these neighboring ARs forward the packets.

2. When the MN travels from MAP1 domain to MAP2 domain:
   1) The MN initially acquires a new address from the MAP2 network (RCoA2, LCoA4). The MN sends a Binding Update to MAP2 through AR4 and sends a message requesting AR4 to forward a multicast message. AR4 receives the request message, and subsequently forwards the buffered packets to the MN.
   2) Whereas AR4 constantly sends multicast packets to MN, MAP2 receives the Binding Update and checks for DAD. MAP2 sends a Binding Update to the MN’s Home Agent after receiving the DAD. After that MAP2 waits for a binding acknowledgment from the Home Agent. MAP2 followed by sends a Binding Acknowledgment to the MN.
   3) The MN receives the Binding Acknowledgment and sends a Binding Update to the CN via MAP2.
   4) After receiving the Binding Update, CN changes the destination address RCoA1 to new RCoA2 and consequently directs the packets to MN in the new network via MAP2 and AR4.
   5) AR4 stops sending multicast packets from MAP1 as soon as it receives new packets intended to the MN. MN at this moment receives packets directly from the CN as with Hierarchical Mobile IPv6.

![Fig.1. Inter-domain Handoff in HMIPv6](image)

**Simulation And Discussion**

The Network Simulator, NS-2 [7] that supports for HMIPv6 which is ns-2.1b7a, was used for the evaluation of the protocols. The goal of this simulation is to examine and compare between HMIPv6 and MIPv6 in terms of handover latency. Handover Latency is defined for a receiving MN as the time that elapses between the last packets received via the old access router (oldAR) and the arrival of the first packet along the new access router (newAR) after a handover. Fig.2 shows the network topology used for simulation experiment handover.

The link characteristics namely the bandwidth (megabits/s) and the delay (milliseconds), are shown beside the link. The access routers are set to be 70 meters apart with free space in between. The wireless coverage area of the access router is approximately 40 meters. Finally, our model assumes a well-behaved mobile node movement pattern where the mobile node moves linearly from one access router to another at a constant speed of 1m/s. Fig.3 explains the nodes topology for both protocols.
Fig. 2. Simulation Network Topology

Fig. 3. Mode Description

Fig. 4 shows the handover effect where it is evaluated based on the graph of cumulative sum of the packets sent from CN to MN versus time in seconds.

The following observations can be made about Fig. 4:

1) CN starts to communicate with MN by sending packets at 11s after it finishes its registration and all the setup links with HA and MN.

2) Then, at around 40s, packets lost/reordering begin to occur where at this moment, MN has moved to a new AR. However, this situation only happened in HMIPv6. In MIPv6, even though it suppose to start at the same time but due to the location of HA is quite further away from MN, thus, the delay will be increased. Since MN is always contact to HA in order to tunnel the packet from/to CN, then, it affects the movement of MN to the new AR. As a result of the packets lost/reordering, slow start activity can be observed thereafter.

3) After around t = 45s for HMIPv6 and 49s for MIPv6, eventually, the transmission returns to normal. The overall handover latency, defined as the time when the MN detaches from the network at layer-2 till the disrupted communication session is returned to full operational state, is approximately 4500ms for HMIPv6 and 9000ms for MIPv6.

From the figure, we found that the time in HMIPv6 protocols between the last moment where the MN can receive and send packets through the old Access Router and the first moment where it can receive and send packets through the new Access Router is shorter compared to MIPv6.

Conclusion

Mobile IPv6 is a key element of the future of All-IP wireless network to allow users to traverse freely between domains and still be connected to a service network. This paper presents a comparative study between HMIPv6 and MIPv6. We have shown through the simulation that HMIPv6 perform best in terms handover latency compared to MIPv6. MIPv6 suffers longer handover latency because the time to send back the BU at new AR to the CN takes longer time. However, the handover latency for HMIPv6 is still quite large. Future work will have to design some scheme for reducing handover delay and packet loss in hierarchical Mobile IPv6 Networks.
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