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Abstract

Investment risk is economic development faced serious risk. The multistage combination investment risk assessment (MCIRA) can reduce the assessment error, but how to survey the error which produces by the MCIRA models, has the important significance. From theoretical side, the errors upper-bound of the MCIRA models is determined in this paper. We also give the relationships between the errors of the general MCIRA models, the simple average models and the errors of each investment risk assessment model in the combination.
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1. Introduction

Since the combined investment risk assessment methods were brought forward, a number of scholar have studied the manifold methods of determining the combined weighted coefficients, such as: the equal-weight or the simple average method, the recursive equal-weight method, the superiority-matrix method, novel particle swarm, real options and so on\textsuperscript{[9]-[10]}. To our great regret, there were few research results available on the errors bounds of multistage combined investment risk assessment problems\textsuperscript{[9]-[10]}. 

In this paper, we first determine the errors maximum of the simple average combined investment risk assessment model, then the errors maximum of the general multistage combined investment risk assessment model will be discussed, at last we will give the relationships between the errors of the general multistage combined investment risk assessment (MCIRA) model and the simple average models and the errors of each investment risk assessment model in the combined assessment.

We utilize \( n \) investment risk assessment models for the same investment risk assessment problem within \( T \) given stages. To determining the combined risk assessment weights, the multistage combined investment risk assessment (MCIRA) problem is described as below:

On the assumption that \( y_i \), \( (i=1,2,\ldots,T) \) are actual observations of investment risk in the \( i \)-th stage; \( f_\theta \), \( (i=1,2,\ldots,T;\ j=1,2,\ldots,n) \) are the risk assessment values in advance of the \( i \)-th investment risk assessment model; \( x_{ij} = y_i - f_\theta \) are errors between the observations and risk assessment values of the \( i \)-th model in the \( j \)-th stage. The combined investment risk assessment values are:

\[
J_i = \sum_{j=1}^{T} e_{ij}^2 = \sum_{j=1}^{T} (\sum_{i=1}^{n} e_{ij})^2
\]

Let

\[
J = \sum_{j=1}^{T} e_{j}^2 = \sum_{j=1}^{T} \left( \sum_{i=1}^{n} \mu_i e_{ji} \right)^2
\]

be the errors square sum of the MCIRA model, where \( \mu = (\mu_1, \mu_2, \ldots, \mu_n)^T \) is called weight vector; \( E_j = (e_{j1}, e_{j2}, \ldots, e_{jn})^T \), \( \mu \) are error vectors of the \( i \)-th model, \( E_j = E_\beta = E_j^T \); \( E_\alpha = (E^\alpha)^\alpha \) is a \( n \times n \) symmetric matrix, \( e_{ij} = \sum_{j=1}^{T} e_{ij}^2 = J_i \), \( (i=1,2,\ldots,n) \) is just the investment risk assessment errors square sum of the \( i \)-th investment risk assessment model.

The matrix \( E_\alpha \) provides the error messages of each investment risk assessment model. We call \( E_\alpha \) the risk assessment errors information matrix of the MCIRA model and assume the matrix \( E_\alpha \) is invertible (or replace by the errors vectors \( E_j \) \( (i=1,2,\ldots,n) \) are linear independence).

**Definition 1:** If \( J^* = (\mu^*)^T E_\alpha \mu^* \), \( (\mu^*_i \geq 0, \ i=1,2,\ldots,n) \) is minimal about \( \mu \), the \( \mu^* \) is called the optimal combined investment risk assessment weight vector, the \( J^* \) is called the minimal errors square sum of the optimal MCIRA model.

2. The errors bounds of simple average model

**Definition 2:** In equation (1), if \( \mu_{ij} = \frac{1}{n}, \ i=1,2,\ldots,n \), then the corresponding MCIRA model is called the simple average model.

Let errors square sum of simple average model is

\[
J_A = (\mu^{(0)})^T E_\alpha (\mu^{(0)})
\]

where \( \mu^{(0)} = \left( \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n} \right)^T \).

If the errors square sum of the \( i \)-th investment risk assessment model is \( J_i \), let their minimum and maximum
be respectively:

\[ J_{\text{max}} = \max_{1 \leq i \leq n} \{ J_i \} \quad \text{and} \quad J_{\text{min}} = \min_{1 \leq i \leq n} \{ J_i \} . \]

**Theorem 1:** If the MCIRA model is the simple average model, then

\[ J_A \leq J_{\text{max}} . \quad (4) \]

**Corollary 1:** If the MCIRA model is the simple average model, then \( J_A < J_{\text{min}} \) if and only if

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} E_{ij} < n^2 J_{\text{min}} . \quad (5) \]

**Theorem 2:** Suppose \( E_{(i)} \) is an positive definite matrix, if the errors square sum of each investment risk assessment model in the combination is the same constant \( C \) (i.e. \( J_i = C, i=1,2,\ldots, n \)), then

\[ J_A < C . \quad (6) \]

Above theorem indicates that the simple average model can reduce the assessment errors, if \( J_i = C \) (constant), \( i=1,2,\ldots, n \). For example, under the hypothesis of theorem 2, if \( E_i = (e_{i1}, e_{i2}, \cdots, e_{iT})^T \), \( i=1,2,\ldots,n \) are \( T \geq n \) orthogonal vectors in \( T \)-dimension space (i.e. \( E_{(i)} = (E_i)_n \)), \( E_{(i)} \) is a scalar matrix, and its diagonal elements are constant \( C \), then the errors square sum of simple average model is

\[ \frac{1}{n} \sum_{i=1}^{n} C . \]

3. The errors estimate of the general MCIRA models

Let the errors square sum of the general MCIRA model (In order to distinguish other peculiar circumstances, said that it is the general MCIRA model) be:

\[ J = J(\mu) = \mu^T E_{(n)} \mu \quad (7) \]

where \( \mu \) is a weight vector.

**Lemma:** If \( \vec{\xi}_1, \vec{\xi}_2, \cdots, \vec{\xi}_n \) are \( n \) different \( (n\text{-dimension}) \) weight vectors, and constants \( \alpha_1, \alpha_2, \cdots, \alpha_n \) satisfy \( \sum_{i=1}^{n} \alpha_i = 1, \alpha_i > 0 \), then

\[ J(\sum_{i=1}^{n} \alpha_i \vec{\xi}_i) \leq \sum_{i=1}^{n} \alpha_i J(\vec{\xi}_i) \quad (8) \]

or \( \sum_{i=1}^{n} \alpha_i \vec{\xi}_i = \sum_{i=1}^{n} \alpha_i (\vec{\xi}_i^T E_{(n)} \vec{\xi}_i) \)

**Theorem 3:** If \( \mu = (\mu_1, \mu_2, \cdots, \mu_n)^T \) is a weight vector, and \( \sum_{i=1}^{n} \mu_i = 1, \mu_i > 0 \), then

\[ J = J(\mu) = \mu^T E_{(n)} \mu < \sum_{i=1}^{n} \mu_i J_i . \quad (9) \]

In other words, the errors square sums of the general MCIRA model don’t exceed the weight sum of errors square sums of each investment risk assessment models in the combination.

**Corollary 2:** If \( \mu \) is any nonnegative weight vector, then

i) \[ J = \mu^T E_{(n)} \mu < J_{\text{max}} \quad (10) \]

ii) \[ J_A < \frac{1}{n} \sum_{i=1}^{n} J_i \leq J_{\text{max}} \quad (11) \]

Form the above results, we know that the errors square sum of the general MCIRA model doesn’t exceed the maximum of errors square sum of each model in the combination. We can reduce the investment risk assessment errors by combining assessment model. The general MCIRA model's errors that showed by errors square sum are bounded above, and the superbound is \( J_{\text{max}} \).

4. An Example

Considering a general MCIRA model: the reciprocal variance weight multistage combined investment risk assessment model, its weight vector is:
\[ \mu = (\mu_1, \mu_2, \cdots, \mu_n) = \frac{1}{\sum_{i=1}^{n} J_i} \left( \frac{1}{J_1}, \frac{1}{J_2}, \cdots, \frac{1}{J_n} \right), \]

From theorem 3, its errors square sum \( J \) satisfies inequality as below:

\[ J < \sum_{i=1}^{n} \mu_i J_i = \frac{1}{\sum_{i=1}^{n} J_i} \left( \frac{1}{J_1} J_1 + \frac{1}{J_2} J_2 + \cdots + \frac{1}{J_n} J_n \right) = \frac{n}{\sum_{i=1}^{n} J_i} = M_c. \]

Where \( M_c \) is called the harmonic mean of \( J_1, J_2, \ldots, J_n \). Consequently the errors square sum \( J \) of the reciprocal variance weight model is smaller than the harmonic mean \( M_c \) of each investment risk assessment model in the combination. In particular, if \( J_i > 0, i=1,2,\ldots,n \), since the harmonic mean don’t exceed the arithmetic average value, we express:

\[ J < M_c \leq \frac{1}{n} \sum_{i=1}^{n} J_i \leq J_{\text{max}} \quad (12) \]

the above inequation is just inequation (11).

5. Conclusions

In this paper, we have estimated the errors boundary of the simple average method and the general MCIRA models, and indicated that the errors is the bounded to the above theoretically. We have also applied the mathematics analysis technique to determine the existent maximum of the errors square sum of the general MCIRA models. This article research to carries on the appraisal accurately to the investment risk, dodges the investment risk effectively, has the very important theory and the practical significance. The research conclusion is also suitable for the general combination risk assessment domain, such as combination credit risk assessment\(^{[12]}\), insurance risk assessment, disaster risk assessment and so on. We certainly believe that these studies will be of a great significant theoretical value and potential practical significance in the risk management domain.
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