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Abstract

In this paper we present a procedure to obtaining the solution of a fuzzy differential equation via differential inclusions. This procedure is an alternative approach, based on optimal control tools, to obtaining a description exact of a fuzzy solution for a large class of nonlinear fuzzy differential equations.
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1. Introduction

Let us consider the following dynamic control system

\[ x' = f(t, x, w), \quad x(0) = x_0, \quad w \in W \subset \mathbb{R}^m \]  

where \( f : [0, T] \times \mathbb{R} \times \mathbb{R}^m \rightarrow \mathbb{R} \) is a continuous function. It is well-known that (1) is an important model for a wide class of real problems. However, in some cases, these equations are restrictive in their ability to describe phenomena. For example, in mathematical models that describe biological phenomena, the parameters and initial conditions usually are inherently uncertain and consequently the variables will also possess uncertainty, (see for example [15, 19]). If we have a function whose parameters are fuzzy intervals in the right-hand side of (1), what is the appropriate extension within fuzzy theory? To obtain a fuzzy differential equation from such a problem (1), we consider

\[ X'(t) = \hat{f}(t, X, U), \quad X(0) = X_0. \]  

where \( \hat{f} : [0, T] \times \mathbb{F}_C \times \mathbb{F}_W^m \rightarrow \mathbb{F}_W \) was obtained from a continuous function \( f : [0, T] \times \mathbb{R} \times \mathbb{R}^m \rightarrow \mathbb{R} \) by applying Zadeh’s extension principle, \( X_0 \in \mathbb{F}_C \) and \( U \in \mathbb{F}_W^m (W) \).

For problem (2) there are at least three possibilities for representing a fuzzy solution: the first involves the derivative of fuzzy functions [3, 4, 8, 9, 10, 24]; the second is obtained by applying Zadeh’s extension principle to the deterministic solution [9, 20] and the last one is based on a family of differential inclusions [2, 7, 12, 13, 16, 17, 18]. In this article we devote to the last approach, obtaining a fuzzy solution of (2) via a family of differential inclusions. In particular we present a procedure for obtaining a solution of (2) based on optimal control tools. With this procedure we obtain a description exact of a solution for a large class of nonlinear fuzzy differential equations.

2. Notation, the space of fuzzy sets and fuzzy arithmetic

On the space of all compact and convex intervals \( \mathbb{K}_C \), we have the standard interval arithmetic which is due Moore [21]. He states that, given two intervals \( A \) and \( B \),

\[ A \ast B = \{ c \mid c = a \ast b, \ a \in A, b \in B, \ * \in \{ +, -, \times, \div \} \}, \]  

and the multiplication of a real number \( \lambda \) by an interval \( A = [a, \bar{a}] \) is given by

\[ \lambda A = [\min \{ \lambda a, \lambda \bar{a} \}, \max \{ \lambda a, \lambda \bar{a} \}] \].

Recall that a fuzzy set \( u \) on a universe set \( X \) is a mapping \( u : X \rightarrow [0, 1] \). We think of \( u \) as assigning to each element \( x \in X \) a degree of membership, \( 0 \leq u(x) \leq 1 \). If \( u \) is a fuzzy set on \( \mathbb{R}^n \), we define \([u]^n_\alpha = \{ x \in \mathbb{R}^n \mid u(x) \geq \alpha \}\) the \( \alpha \)-level of \( u \), with \( 0 < \alpha \leq 1 \). For \( \alpha = 0 \) the support of \( u \) is defined as \([u]^0 = \text{supp}(u) = \{ x \in \mathbb{R}^n \mid u(x) > 0 \}\), where \( \text{X} \) denotes the closure of \( A \subset \mathbb{C} \).

We denote by \( \mathbb{F}_C \) the family of all fuzzy intervals, i.e. the family of all fuzzy sets such that \( \alpha \)-level sets \([u]^n_\alpha \) are nonempty compact intervals. We denote by \([u]^n = [\text{inf}_n, \text{sup}_n] \) the \( \alpha \)-level of a fuzzy interval \( u \). If the core of a fuzzy interval \( u \) is a singleton, i.e. if \([u]^1 = \{ a \}\), with \( a \in \mathbb{R} \), then \( u \) is called fuzzy number. A triangular fuzzy number \( u \) is fuzzy interval which is well-defined by three real numbers: \( u = (a, b, c) \) with \( a, b, c \in \mathbb{R} \) and \( a \leq b \leq c \) where \([a, c] \) is the support and \( b \) is the core of \( u \).

The following characterization of elements of \( \mathbb{F}_C \) is important in fuzzy theory.

Theorem 1 Let \( \{ Y_\alpha \subset \mathbb{R} \mid 0 \leq \alpha \leq 1 \} \) be a family of sets satisfying the following:

- \( Y_\alpha \) is a compact and convex interval, for all \( 0 \leq \alpha \leq 1 \);
- \( Y_\beta \subset Y_\alpha \) for \( 0 \leq \alpha \leq \beta \leq 1 \);
- \( Y_\alpha = \cap_{\beta \leq \alpha} Y_\alpha \), for any nondecreasing sequence \( \alpha_i \rightarrow \alpha \) in \( [0, 1] \).

There is a unique fuzzy interval \( u \in \mathbb{F}_C \) such that \([u]^\alpha = Y_\alpha \). Conversely, the level sets \([u]^\alpha \) for any \( u \in \mathbb{F}_C \) satisfy these conditions.
Given two fuzzy intervals \( u_1 \) and \( u_2 \) we can define the pair \((u_1, u_2)\), a fuzzy set on \( \mathbb{R}^2 \), such that
\[
(u_1, u_2)(x, y) = u_1(x) \land u_2(y),
\]
where \( \land \) denotes the minimum. Then \([u_1, u_2]^\alpha = [u_1]^\alpha \land [u_2]^\alpha\), for all \( \alpha \in [0, 1] \), where \( \land \) denotes the usual Cartesian product \([11]\). So, we can define a fuzzy vector as being \((u_1, ..., u_n)\) such that \( u_i \in \mathcal{F}_C \), for \( i = 1, ..., n \). We denote by \((\mathcal{F}_C)^n\) the space of all fuzzy vectors, that is,
\[
(\mathcal{F}_C)^n = \{(u_1, ..., u_n) \mid u_i \in \mathcal{F}_C, \ i = 1, ..., n\}.
\]

We can extend the Hausdorff-Pompeiu metric \( H \) on \( \mathcal{K}^n \) to \( \mathcal{F}^n \) by means
\[
D(u, v) = \sup_{\alpha \in [0, 1]} H([u]^\alpha, [v]^\alpha), \ \forall u, v \in \mathcal{F}^n.
\]
It is well-known that \((\mathcal{F}^n, D)\) is a complete metric space and \((\mathcal{F}_C^n, D)\) is a closed subspace of \((\mathcal{F}^n, D)\).

A function \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \) induces a unique fuzzy function \( \hat{f} : (\mathcal{F}_C)^m \rightarrow (\mathcal{F}_C)^n \) defined by
\[
\hat{f}(u)(y) = \left\{ \begin{array}{ll}
x \in \mathbb{R}^m, f(x) = y & \text{if } f^{-1}(y) \neq \emptyset \\
0 & \text{if } f^{-1}(y) = \emptyset.
\end{array} \right.
\] (5)
We say that \( \hat{f} \) is obtained from \( f \) by applying the Zadeh’s extension principle (ZPE).

Arithmetic operations are continuous real-valued functions, excluding division by zero. Therefore, the extension principle can be used for obtaining a fuzzy arithmetic \([11]\). For instance, if we consider the function \( f_+ : \mathbb{R}^2 \rightarrow \mathbb{R} \) defined by \( f_+(x, y) = x + y \), applying ZPE we obtain a unique fuzzy function \( \hat{f}_+ : (\mathcal{F}_C)^2 \rightarrow \mathcal{F}_C \) defined by
\[
\hat{f}_+(u)(v)(x) = \sup_{x_1 + x_2 = x} u(x_1) \land v(x_2).
\] (6)
Thus, we define the sum between two fuzzy intervals \( u, v \in \mathcal{F}_C \) by \( u + v = \hat{f}_+(u, v) \). Also, considering the function \( f_m \) defined by \( f_m(x) = \lambda \cdot x \), with \( \lambda \neq 0 \), and applying ZPE we obtain \( \lambda \cdot u = \hat{f}_m(u) \), the multiplication of a scalar \( \lambda \) by a fuzzy interval \( u \).

Any continuous function \( f \) can be extend to a unique fuzzy function by applying the extension principle. For example, if we consider the function \( f_1 : \mathbb{R}^+ \rightarrow \mathbb{R} \) defined by \( f_1(x) = \sqrt{x} \), applying ZPE we obtain the fuzzy function \( \hat{f}_1 : \mathcal{F}_C(\mathbb{R}^+) \rightarrow \mathcal{F}_C \) and we define \( \sqrt{u} \) by
\[
\sqrt{u} = \hat{f}_1(u),
\] (7)
for all fuzzy interval \( u \) such that \([u]^0 \subset \mathbb{R}^+\).

In general, the computation of the fuzzy function \( \hat{f} \) is a complex problem. But there exists a relation between the \( \alpha \)-levels of \( f(u) \) and the image of \( \alpha \)-level of \( u \) by \( f \), which helps to obtain \( \hat{f} \).

**Theorem 2** ([25]) The function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is continuous if and only if its extension \( \hat{f} : (\mathcal{F}_C)^n \rightarrow (\mathcal{F}_C)^m \) is a well-defined function and it is continuous with respect to the Hausdorff-Pompeiu metric. Moreover
\[
\left[ \hat{f}(u_1, ..., u_n) \right]^\alpha = f([u_1]^\alpha, ..., [u_n]^\alpha),
\] (8)
for all \( \alpha \in [0, 1] \) and for all \( u_i \in \mathcal{F}_C \), where \( f(\cdot) = \{f(a) / a \in A\} \).

Theorem 2 and equation (8) states that we can obtain the sum of two fuzzy intervals \( u + v \) applying ZPE (6) and
\[
[u + v]^\alpha = [u]^\alpha + [v]^\alpha, \ \forall \alpha \in [0, 1],
\]
where \([u]^\alpha + [v]^\alpha\) is the sum of two compact intervals defined by (3). Multiplication of a fuzzy set by a scalar \( \lambda \cdot u \) has the following property:
\[
[\lambda \cdot u]^\alpha = \lambda[u]^\alpha, \ \forall \alpha \in [0, 1],
\]
where \( \lambda[u]^\alpha \) is the multiplication of a scalar by a compact interval (4).

In addition to the sum and multiplication by a scalar, subtraction \( u - v \), multiplication \( u \times v \) and division \( u \div v \) \( (0 \notin [v]^0) \) between two fuzzy intervals \( u, v \) can be obtained by applying ZPE. For more details see [7].

3. Fuzzy differential equations via differential inclusions

We consider the following class of fuzzy differential equations
\[
X'(t) = U_1(t) \cdot \hat{g}(t, X(t)) + U_2(t), \quad X(0) = X_0, \quad (9)
\]
where \( X_0, U_1(t), U_2(t) \in \mathcal{F}_C \) and \( \hat{g} : [0, T] \times \mathcal{F}_C \rightarrow \mathcal{F}_C \) is obtained from a real-valued continuous function \( g : [0, T] \times \mathbb{R} \rightarrow \mathbb{R} \) by applying the Zadeh’s extension principle.

We assume that \( g \) is any function which is continuous in the first argument and continuously differentiable in the second argument. Observe that the system above is not necessarily linear, it may be nonlinear in \( x \). If \( g(t, x) = x \) the fuzzy differential equation (9) is certainly a linear one. Also, we assume that \( g(t, x) \neq 0 \) for almost all \( (t, x) \) when \( U_2 = 0 \).

The fuzzy initial value problem (9) can be rewritten as a family of differential inclusions (see [7])
\[
x'_{\alpha}(t) \in [U_1(t)]^\alpha \cdot \hat{g}(t, x_{\alpha}(t)) + [U_2(t)]^\alpha, \quad x_{\alpha}(0) \in [X_0]^\alpha,
\] (10)
with \( 0 \leq \alpha \leq 1 \). The subscript \( \alpha \) indicates the \( \alpha \)-level of the problem, i.e we have a differential inclusion at each \( \alpha \)-level.

We denote by \( A_{\alpha}(t, X_0^\alpha, [U]^\alpha) \), where \( U = U_1 \times U_2 \), the attainable sets associated with problem (10) and it is defined, for each \( \alpha \in [0, 1] \), by
\[
A_{\alpha}(t, X_0^\alpha, [U]^\alpha) = \{x_{\alpha}(t) / x_{\alpha}(\cdot) \text{ is a solution of (10) in } [0, T]\}.
\]
For each $t \in [0, T]$ the family \( \{ A_\alpha(t, X_\alpha^0, U^\alpha) \}_{\alpha \in [0, 1]} \) satisfies the conditions of the Theorem 1 (see [1, 7, 12]) and so there exists an interval fuzzy \( A(t, X_\alpha^0, U) \) which become a fuzzy solution \( X(t) = A(t, X_\alpha^0, U) \) of (9) via differential inclusion and
\[
[A(t, X_\alpha^0, U)]^\alpha = A_\alpha(t, [X_\alpha^0]^\alpha, [U]^\alpha), \quad \forall \alpha \in [0, 1].
\]

From above, we can see that obtaining a solution of the fuzzy differential equation (9) is equivalent to finding the attainable sets of the family of differential inclusions (10).

How do we obtain \( A_\alpha(t, X_\alpha^0, U^\alpha) \) for each \( \alpha \in [0, 1] \)? It is well-known that the family of differential inclusions (10) is equivalent to a family of dynamical systems controlled by parameters \( c_\alpha(t) \in [U]^\alpha \) (for more details see [5, 7])
\[
x_\alpha'(t) = c_\alpha(t) x_\alpha(t) + c_{2, \alpha}(t), \quad x_\alpha(0) = x_\alpha^0 \in [X]^\alpha,
\]
where \( c_\alpha = (c_\alpha(t), c_{2, \alpha}(t)) \in [U_1]^\alpha \times [U_2]^\alpha = [U]^\alpha \).

Let us denote by \( M([0, T], [U]^\alpha) \) the family of all the measurable functions \( c_\alpha : [0, T] \to \mathbb{R}^2 \) such that \( c_\alpha(t) \in [U]^\alpha \). So, for each \( c_\alpha \in M([0, T], [U]^\alpha) \) and \( x_\alpha^0 \in [X]^\alpha \) we have a unique solution \( x_\alpha(t, c_\alpha, x_\alpha^0) \) of the problem (11) and it is also a solution of the differential inclusion (10) [5, 27]. Thus, for obtaining \( A_\alpha(t, X_\alpha^0, U^\alpha) \), with \( \alpha \in [0, 1] \), we need to consider all the measurable functions \( c_\alpha \in M([0, T], [U]^\alpha) \), all initial conditions \( x_\alpha^0 \in [X]^\alpha \) and, for each one of these, obtain the solutions \( x_\alpha(t, c_\alpha, x_\alpha^0) \) associated with \( c_\alpha \) and \( x_\alpha^0 \). Thus,
\[
A_\alpha(t, X_\alpha^0, U^\alpha) = \bigcup_{c_\alpha(t) \in M([0, T], [U]^\alpha)} x_\alpha(t, c_\alpha(t), x_\alpha^0),
\]
for each \( \alpha \in [0, 1] \).

Next we present a procedure to finding a fuzzy solution of (9). Let us denote \( [X]^\alpha = \{ x_\alpha^0, \overline{x_\alpha^0} \} \), \( [U]^\alpha = \{ u_1, \overline{u}_1, u_2, \overline{u}_2 \} \), \( i = 1, 2 \).
For each \( \alpha \in [0, 1] \) we consider the following optimal control problems:

\[
\begin{align*}
\min_{x_\alpha(T)} & \quad x_\alpha(T) \\
\text{s.a.} & \quad x_\alpha'(t) = c_1,\alpha \cdot g(t, x_\alpha(t)) + c_2,\alpha, \\
& \quad u_1,\alpha(t) \leq c_1,\alpha(t) \leq \overline{u}_1,\alpha(t), \quad t \in [0, T] \\
& \quad u_2,\alpha(t) \leq c_2,\alpha(t) \leq \overline{u}_2,\alpha(t), \quad t \in [0, T] \\
& \quad x(0) \in [x_\alpha^0, \overline{x_\alpha^0}],
\end{align*}
\]
and
\[
\begin{align*}
\max_{x_\alpha(T)} & \quad x_\alpha'(t) = c_1,\alpha \cdot g(t, x_\alpha(t)) + c_2,\alpha, \\
\text{s.a.} & \quad u_1,\alpha(t) \leq c_1,\alpha(t) \leq \overline{u}_1,\alpha(t), \quad t \in [0, T] \\
& \quad u_2,\alpha(t) \leq c_2,\alpha(t) \leq \overline{u}_2,\alpha(t), \quad t \in [0, T] \\
& \quad x(0) \in [x_\alpha^0, \overline{x_\alpha^0}],
\end{align*}
\]

\textbf{Lemma 1} Under the above assumptions, for each \( t \in [0, T] \), the fuzzy solution \( X(t) \) of (9) is given by
\[
[X(t)]^\alpha = A_\alpha(t, X_\alpha^0, [U]^\alpha) = [x_\alpha^\alpha(t), \overline{x_\alpha^\alpha(t)}],
\]
where \( x_\alpha^\alpha(t) \) and \( \overline{x_\alpha^\alpha(t)} \) are optimal solutions of (13) and (14), respectively.

\textbf{Proof} One of the properties of the optimal control problems (13) and (14) is, indeed, let us apply the maximum principle to (13) and (14) (see, for example, [29]). For this, we denote by \( x_\alpha^\alpha(t) \) and \( \overline{x_\alpha^\alpha(t)} \) the corresponding optimal solution. So we obtain \( x_\alpha^\alpha(0) = x_\alpha^0 \) and \( \overline{x_\alpha^\alpha(0)} = \overline{x_\alpha^0} \), and fix \( t \in [0, T] \) solving (13) we obtain that it is equivalent to solving the following optimization problem (see [6])
\[
\begin{align*}
\min_{x_\alpha^\alpha(T)} & \quad c_1,\alpha \cdot g(t, x_\alpha^\alpha(t)) + c_2,\alpha \\
\text{s.t.} & \quad u_1,\alpha(t) \leq c_1,\alpha(t) \leq \overline{u}_1,\alpha(t) \\
& \quad u_2,\alpha(t) \leq c_2,\alpha(t) \leq \overline{u}_2,\alpha(t).
\end{align*}
\]
In the same way, we obtain that solving (14) is equivalent to solving the following optimization problem
\[
\begin{align*}
\max_{x_\alpha^\alpha(T)} & \quad c_1,\alpha \cdot g(t, x_\alpha^\alpha(t)) + c_2,\alpha \\
\text{s.t.} & \quad u_1,\alpha(t) \leq c_1,\alpha(t) \leq \overline{u}_1,\alpha(t) \\
& \quad u_2,\alpha(t) \leq c_2,\alpha(t) \leq \overline{u}_2,\alpha(t).
\end{align*}
\]

From above we have the following result.

\textbf{Theorem 3} For each \( t \in [0, T] \), the fuzzy solution \( X(t) \) of (9) at time \( t \) is such that \( [X(t)]^\alpha = [x_\alpha^\alpha(t), \overline{x_\alpha^\alpha(t)}] \), where, for each \( t \in [0, T] \),
\[
x_\alpha^\alpha(t) = \min \{ x_{i,1}(x_{i,0}(t), x_{i,2}(x_{i,0}(t), x_{i,3}(x_{i,0}(t)) \}, \overline{x_\alpha^\alpha(t)} = \max \{ x_{i,1}(x_{i,0}(t), x_{i,2}(x_{i,0}(t), x_{i,3}(x_{i,0}(t)) \},
\]
Here \( x_{i,1}(x_{i,0}(t)) \) and \( x_{i,3}(x_{i,0}(t)) \) are the solutions of the equations
\[
\begin{align*}
x_{i,1}'(t) & = c_1,\alpha \cdot g(t, x_{i,1}(t)) + c_2,\alpha, \\
x_{i,2}'(t) & = c_1,\alpha \cdot g(t, x_{i,2}(t)) + c_2,\alpha, \\
x_{i,3}'(t) & = c_1,\alpha \cdot g(t, x_{i,3}(t)) + c_2,\alpha,
\end{align*}
\]

with initial conditions \( x_{i,0}(0) = x_{i,0}^0 \) and \( x_{i,3}(0) = \overline{x_{i,0}} \), for \( i = 1, 2, 3, 4 \), respectively.

\textbf{Proof} Fixed \( \alpha \in [0, 1] \), necessary conditions of optimality applied to the optimization problem (16) implies that
\[
\nabla [c_1,\alpha \cdot g(t, x_\alpha^\alpha(t)) + c_2,\alpha] = g(t, x_\alpha^\alpha(t)), \quad \nabla (0, 0),
\]
for all \( c_1,\alpha \in [u_1,\alpha(t), \overline{u}_1,\alpha(t)], c_2,\alpha \in [u_2,\alpha(t), \overline{u}_2,\alpha(t)]. \)

Furthermore, provided the set of constraints is a simplex and the problem is linear in \((c_1,\alpha, c_2,\alpha)^T\), we know that the optimal solutions are extreme points of the simplex. Thus, for each \( t \in [0, T] \),

\( \text{1) Observe that } t \text{ is fixed and } g \text{ is evaluated at } x_\alpha^* (t) \)
either \((c_{1,0}^1, c_{2,0}^1) = (w_{1,0}^1(t), w_{2,0}^1(t))\) or \((c_{1,0}^1, c_{2,0}^1) = (\overline{w}_{1,0}^1(t), \overline{w}_{2,0}^1(t))\) and \((c_{1,0}^2, c_{2,0}^2) = (\overline{w}_{1,0}^2(t), \overline{w}_{2,0}^2(t))\).

We can now conclude that the lower bound \(x_\alpha^*(t)\) of the set \([X(t)]^\alpha\) is obtained by setting

\[x_\alpha,i(t) = \min\{x_{\alpha,1}(x_0,i), x_{\alpha,2}(x_0,i), x_{\alpha,3}(x_0,i), x_{\alpha,4}(x_0,i)\}\]

where \(x_{\alpha,i}(x_0,i)\) is the solution of the \(i\)-th equation in (18) with \(x_{\alpha,i}(0) = x_0,i\), \(i = 1, 2, 3, 4\).

Similar reasoning, making the appropriate changes, allows us to conclude that

\[x_\alpha(t) = \min\{x_{\alpha,1}(x_0,0), x_{\alpha,2}(x_0,0), x_{\alpha,3}(x_0,0), x_{\alpha,4}(x_0,0)\}\]

where \(x_{\alpha,i}(x_0,0)\) is the solution of the \(i\)-th equation in (18) with \(x_{\alpha,i}(0) = x_0,i\), \(i = 1, 2, 3, 4\). The theorem is proved.$

As a consequence of the Theorem 3 we have the following result for linear case i.e. for the following linear fuzzy differential equation

\[X' = a(t)X + b(t)W,\quad X(0) = X_0,\]

where \(a, b : [0, T] \rightarrow \mathbb{R}\) are continuous functions and \(W, X_0 \in \mathcal{F}_C\), where \([W]^\alpha = [\underline{w}_\alpha, \overline{w}_\alpha]\) and \([X_0]^\alpha = [\underline{x}_0, \overline{x}_0]\).

**Corollary 1** Let \(X\) be the fuzzy solution of (20) then the extreme functions \(x_\alpha^*\) and \(x_\alpha\) are such that:

(i) \(x_\alpha^*\) is solution of the ordinary differential equation

\[x'(t) = a(t)x(t) + \left(\frac{\underline{w}_\alpha + \overline{w}_\alpha}{2}\right) b(t) - \left(\frac{\overline{w}_\alpha - \underline{w}_\alpha}{2}\right) |b(t)|,\]

with \(x(0) = x_0\).

(ii) \(x_\alpha\) is solution of the ordinary differential equation

\[x'(t) = a(t)x(t) + \left(\frac{\underline{w}_\alpha + \overline{w}_\alpha}{2}\right) b(t) + \left(\frac{\overline{w}_\alpha - \underline{w}_\alpha}{2}\right) |b(t)|,\]

with \(x(0) = x_0\).

The previous Corollary 1 was obtained in [7] where we also can find some examples to applying the result.
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