Abstract

Establishing high performance cooperation and estimating nodes’ risk level in mobile ad hoc networks (MANETs) are currently fundamental and challenging due to the inherent characteristics of MANETs, such as the highly dynamic topology and the absence of an effective security mechanism. Trust based assessment methods were recently put forward but presupposed restrictions to the data samples or presumed weights for node’s attributes are required. In this paper, Projection Pursuit based Risk Assessment (PPRA), is proposed to analyze node’s creditability. As projection pursuit turns high-dimensional node properties to low-dimension space, all nodes’ risk levels could be clustered effectively and accurately. Projection index, the same as judgment index of clustering consequence, is utilized to reveal the behavior of different nodes. By maximizing projection index through Genetic Algorithm (GA), optimal projection direction is obtained, and then the projection values of each node could be calculated. Finally, the results in one-dimension or two-dimension projection space show that our method is more efficient and practical than traditional methods.

Keywords: projection pursuit, genetic algorithm, risk assessment, projection direction, projection index.

1. Introduction

Mobile ad hoc networks (MANETs) are complex distributed systems that can dynamically self-organize into “ad-hoc” network topologies with arbitrariness and temporality, which allows people and devices seamlessly net worked together in areas where no pre-deployed infrastructure Ref.1. Since nodes may not reside in physically protected places, they may fall under attackers’ control. Due to the broadcasting nature of wireless channels, message eavesdropping and injection are possible. Thus, the security issue of MANETs is a difficult problem. However, classic security solutions based on certification authorities and on-line servers are inapplicable because of the absence of infrastructure. Therefore, the design of a new and effective security mechanism for MANETs is quite important and necessary.

Currently a variety of assessment models are put forward, most of which reflect the risk level of communication through trust or reputation evaluation. Generally, these methods could be classified into two categories: probability-based and fuzzy theory-based.

Many works relate closely with probability-based models. Both and his research group put forward an experience-and-probability-based trust model in Ref.2. Authors in Ref.3 adopted the beta distribution probability method to obtain the trust relationship according to a basic principle, namely the posterior probability distribution of the node action is subject to beta distribution. In Ref.4, trust was derived from evidence theory. Ref.5
and 6 applied fuzzy theory to conceptualize the subjectivity and uncertainty of trust. Current assessment models have made impressive progress. However, the complex characteristics of MANETs still deserve a lot of concern.

(i) The multiple-attribute and multiple-polarity of the sample data: when considering the trust level of a node, the communication characters (e.g., packet losing rate) and physic attributes (e.g., signal intensity) should also be included. Some attributes are better when the data size grows larger, while others are opposite. We call this multiple-polarity. Attributes change temporally which leads to a high-dimension space. Current assessment models lack effective mechanisms to directly unveil the information with high-dimension data, thus assessing nodes’ trust level is challenging.

(ii) Temporal characteristic and dynamic utility of trust evaluation: the assessment is a dynamic and complex process. We need to process comprehensively regarding each stage, without ignoring the temporal characteristic. The stages of trust establishment, feedback and adjustment should be able to process direct and indirect information. Current evaluation systems deal with the data using probability or experience, which suffer the problem of bad expansibility. Moreover, they cannot sense slight abnormal attributes which leads to unreliability.

(iii) Uncertainty of evaluation subject: this includes the needs, the experience and the knowledge of the subject. Current evaluation systems use the same strategy to deal with different requirements. In general, if the subject lacks experience and knowledge, evaluation methods will lead to uncertain even contradictory results. Therefore, we need more objective methods to reduce the negative impact brought by subjective factors.

(iv) Unpredictability and diversity of attacks: due to its self-organization, dynamic routing and open wireless channels, MANETs are vulnerable to various kinds of attacks, e.g., the black hole attack and relatively covert wormhole attack. Some traditional evaluation mechanisms are based on particular distribution principle and others use functions which lack enough mathematical basis or are limited to some particular attacks. We need to seek for new evaluation methods to provide all-aspect basis.

Besides, the methods above all have some mentioned drawbacks. First, nodes with the dynamic and transitional properties, such as malicious nodes which are always self-protective, deviate the behaviors from the statistical law. Using the probability theory will reduce the accuracy of assessment. Second, a huge sample data is required when presumed distribution is applied; otherwise the result would be unconvincing. Third, the fuzzy theory requires the behavior of the node to satisfy their presumed patterns.

To solve the above problems, PPRA is proposed. It first maps multi-dimensional data into low-dimensional manifolds for visual inspection, and then clusters nodes according to their projection values. Projection index which is subject to the projection direction, as the judgment of clustering effect should be maximized. Projection pursuit (PP) algorithm[7-10] searches all possible projection directions in order to find the optimal projection direction that maximizes the projection index.

Due to incomplete information and no presumed pattern of nodes’ behavior in the MANETs, many aspects must be considered to reveal the risk level. So a high-dimension matrix, called indicator matrix, is constructed. Through analyzing the sample data of the indicator matrix, Genetic Algorithm (GA) is employed to search for the optimal projection direction by maximizing the projection index. PPRA model is a “data-driven” model and risk level is achieved through analyzing sample data till the convergence. No presumed requirements are needed. Through experiment, PPRA model is proved to be robust, which can endure noisy of sample data to some degree.

The structure of the paper is as follows: Section 2 provides some basic knowledge about Projection Pursuit Theory. Section 3 introduces the detailed procedures of the assessment method based on PP. Section 4 demonstrates experimental analysis and comparisons with other mechanisms. Performance analysis is in Section 5 and Section 6 concludes this paper.

2. Projection Pursuit & Genetic Algorithm

Projection pursuit (PP) is mainly used for analyzing high-dimensional data, especially non-normal population. The main idea of PP is: project high-dimensional data to low-dimension through the optimum projection direction which could best reflect the data structure and characteristic. While traditional methods treat time coordinate as probability or particular distribution function,
projection pursues different attribute values at different times.

A simple genetic algorithm (SGA) is a numerical search technique used to find the exact or approximate solution for optimization problems. In SGA, a population is the abstract representation of candidate solutions. Besides, it evolves toward better solutions each step and models in the principles of natural selection: employing a population of individuals that undergo selection in the presence of variation-inducing operators such as mutation and crossover.

In the following, we provide some basic concepts and definitions.

(I) Overall Data Dispersion

The high-dimension attribute matrix $Y$ is indicated as $Y = (y_{1}, y_{2}, ..., y_{d})$. Overall data dispersion $S(a)$ indicates the rate of deviation from the average:

$$S = \sqrt{\frac{\sum_{i=1}^{n}(Y(i) - E(Y))^2}{n-1}}$$  \hspace{1cm} (1)

(II) Local Data Density

$D(a)$ indicates the distribution of trust evaluation values in one-dimension space:

$$D = \sum_{i=1}^{n} \sum_{j=1}^{n} (R-r_{ij}) U(R-r_{ij})$$  \hspace{1cm} (2)

Where, $r_{ij}$ indicates the distance between evaluation values. For one-ne-dimensional, $r_{ij} = |y_{i} - y_{j}|$; and for two- or more-dimensional, $r_{ij} = \sqrt{(X - Y)^2 + (Y' - Y'')^2}$. $R$ is the density window width, and $n$ is the selection size. If $n$ is too large, it may not grow too high with the increase of $n$.

Theorem 1: The projection density window width $R$ satisfies the following equation: $r_{\text{max}} < R \leq p$. There are $n$ projection samples, the dimension is $p$, and $r_{\text{max}}$ indicates the maximum range between projections.

Demonstration: Based on the definition of local data density

$$D = \sum_{i=1}^{n} \sum_{j=1}^{n} (R-r_{ij}) U(R-r_{ij})$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} (R-r_{ij}) U(R-r_{ij}) + (R-r_{ij}) U(R-r_{ij}) + ... + (R-r_{ij}) U(R-r_{ij})$$

$$+ (R-r_{ij}) U(R-r_{ij}) + (R-r_{ij}) U(R-r_{ij}) + ... + (R-r_{ij}) U(R-r_{ij}) + ... + (R-r_{ij}) U(R-r_{ij}) + ... + (R-r_{ij}) U(R-r_{ij})$$

Since $R > 0$, and $i = j$, we have

$$r_{ij} = r_{jj} = 0, (R-r_{jj}) U(R-r_{jj}) = R$$

then we can get

$$D = nR + 2\sum_{i=1}^{n} (R-r_{ij}) S(R-r_{ij}) + 2\sum_{i=1}^{n} (R-r_{ij}) S(R-r_{ij})$$

$$+ 2\sum_{i=1}^{n} (R-r_{ij}) S(R-r_{ij}) + 2(R-r_{ij}) S(R-r_{ij})$$

assume $r_{\text{max}} = \max(r_{ij})$, only when $R > r_{\text{max}}$, satisfying $S(R-r_{ij}) = 1$, $D$ can be the maximum, and the greater $R$, the greater $D$.

On the other hand, $||X|| \leq 1$, $||a|| \leq 1$, based on the actual physical meaning of the clustering projection to one-dimension space, $0 \leq a \leq 1$, $Y = a^T X$, so $0 \leq Y \leq p$, and $r_{q} = |Y_{i} - Y_{j}|$, so $r_{q} \leq p$.

So $r_{\text{max}} < R \leq p$ comes into existence.

(III) Projection Index

Projection index is used to judge whether a projection direction is meaningful. In our scheme, we use the classic projection index to optimize projection direction. That is $Q(a) = S(a) \cdot D(a)$, where $Q(a)$ indicates overall data dispersion; $D(a)$ indicates partial data density, $a$ indicates the projection direction.

(IV) Optimum Projection Direction

Given the high-dimension node attribute matrix, the projection index function will change with projection direction. We hope to find out the optimal projection direction, and then we analyze the projection results. We define the projection direction searching as following:

$$\text{Opt } a: \begin{align*}
\max : & Q(a) = S(a) \cdot D(a) \\
\text{s.t. : } & \sum_{i=1}^{n} a_{i} = 1
\end{align*}$$  \hspace{1cm} (3)

Thus, trust evaluation convert to this problem: solving complex nonlinear optimum by optimizing parameters. An appropriate method to search optimal projection direction is the real code genetic algorithm (R AGA) [11-12]. Given the obtained optimal direction and the projection index, an analysis of unknown nodes depends on simple matrix calculation.

(V) Visualized Clustering Projection

In general projection pursuit, we usually project data to one-dimensional space to quantize projection results. While in actual analysis, we need to project data to two-dimensional or three-dimensional space. System administrator can directly judge whether a node is abnormal which strengthens the discernment. We call this two-
dimensional and three-dimensional projection as visualization clustering projection. Vi.sualized clustering projection owns two impressive characters: information loss is fewer and the result is visualized.

Choose two one-dimension projection vectors, \(a, a' \in \mathbb{R}^d\), calculate projection values respectively, \(Y = a'X\), \(Y' = a^2X\). These two vectors can maximize the amount of information of joint distribution of \(Y\) and \(Y'\). The purpose of projection is to find the nonlinear structure of original data, so \(Y\) and \(Y'\) should be irrelevant which requires \(a\) and \(a'\) to be orthogonal, such that \(a'a^* = 0\), \(a'a^* = 1\). The distance of sample projections is:

\[
r^p_g = \sqrt{Y_i - Y_j}{^2} + |Y'_i - Y'_j{|^2}.
\]

In two-dimension projection, the projection density window width \(R\) is a variable to be determined, from theorem 1 we have the following inference.

**Corollary 1:** There are \(n\) projection sam ples, the dimension is \(p\) and \(r_{\text{max}}\) indicates the maximum range between projections. The projection density window width \(R\) in two-dimension space satisfies the following equation:

\[
r_{\text{max}} < R \leq 2\sqrt{2}p.
\]

**Demonstration:** From theorem 1 we can get that

\[
D_y = nR + 2\sum_{i=1}^n (R - r_i)S(R - r_i) + 2\sum_{i=2}^n (R - r_{i-1})S(R - r_{i-1}),
\]

\[
+ 2\sum_{j=1}^n (R - r_{n+1})S(R - r_{n+1}) + 2(R - r_{n+a})S(R - r_{n+a}),
\]

assume \(r_{\text{max}} = \max(r_i)\), only when \(R > r_{\text{max}}\) can satisfy \(S(R - r_i) = 1, D_y\) can be the maximum, and \(R\) greater \(D_y\), the greater \(D_y\).

On the other hand, \(\|X\| \leq 1, \|a\| \leq 1, \|a'\| \leq 1\). Based on the actual physical meaning of the clustering projection, \(-1 \leq a \leq 1\), \(0 \leq a' \leq 1\) and from the projection \(Y = a'X\), then \(-p \leq Y_i \leq p, -p \leq Y'_i \leq p\), that is:

\[
-p \leq Y_i - Y'_i \leq p
\]

and since

\[
r^p_g = \sqrt{Y_i - Y_j}{^2} + |Y'_i - Y'_j{|^2},
\]

then, \(r_{\text{max}} \leq 2\sqrt{2}p\).

So \(r_{\text{max}} < R \leq 2\sqrt{2}p\) comes into existence.

### 3. Projection Pursuit Model

The purpose of PPRA Model is to assess every node's risk level. PPRA can add time window which is appreciated because some attack behaviors seem well in most of the time and only through temporal analysis they can be detected. Secondly, the indicator matrix is constructed. Finally, risk level clustering is assessed by calculating every node's projection value. In this paper, a non-dimensional projection and two-dimension projection are presented.

#### 3.1. Elementary principle of PP model

**Corollary 1 Constructing indicator matrix**

Let \(S_{Y_i}\) be the property value for indicator \(Y_{ij}\) in node \(X_t\) at the time \(t (i = 1, 2, ..., n, j = 1, 2, ..., m, t = 1, 2, ..., T)\). Then the indicator matrix, in symbol \(S\), is as follows:

\[
S = \begin{bmatrix}
S_{11} & S_{12} & \cdots & S_{1m} \\
S_{21} & S_{22} & \cdots & S_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
S_{n1} & S_{n2} & \cdots & S_{nm}
\end{bmatrix}
\]

**3.1.2 Normalizing**

To eliminate this negative impact of indicators' unit, normalization of \(S_{ij}\) is necessary. If indicator \(j (j = 1, 2, ..., m)\) is positive-effect, then,

\[
s_{ij}' = \frac{s_{ij} - \min(s_{ij})}{\max(s_{ij}) - \min(s_{ij})} \quad (4)
\]

Otherwise,

\[
s_{ij}' = \frac{\max(s_{ij}) - s_{ij}'}{\max(s_{ij}) - \min(s_{ij})} \quad (5)
\]

After normalization, indicator characteristic matrix \(S\) ranges from 0 to 1. Normalization can reduce the influence of different unit of each at tribute, and make our comprehensive analysis possible.

**3.1.3 Constructing projection index**

Projection pursuit is to map high-dimension data onto low dimension through linear combination. Let \(Z\) be the projection value as follows:

\[
Z_i = f(\alpha) = \sum_{j=1}^m (a_j * s_{ij}) \quad (6)
\]

Where, \(a\) is projection direction. In order to objectively reflect character of high dimension, projection pursuit regression adopts the sum of a series of ridge function to approximate regression function. We adopt the su perper smooth regression as in Ref.8. The convergence condition, namely, projection index is as follows:

\[
\hat{Q}(\alpha) = S(\alpha) * D(\alpha) \quad (7)
\]

Where, \(S\) stands for standard deviation of projection \(Z\), \(D\) stands for local density of projection \(Z\). As to two-dimension projection, projection index is as follows:
3.1.4 Optimizing projection index by GA

Different projection directions reflect different data structure characters. Projection index should be maximized to reach the largest difference among all nodes.

PPRA model could be described as follows:

\[
\max: \mathbf{Q}(a) = S_0(a) \cdot D_0
\]
\[
\text{s.t.:} \quad \sum_{i=1}^{40} a_i = 1
\]
\[
0 \leq a_i \leq 1 \quad \text{for } i = 1, 2, \ldots, 40
\]  

(8)

Where \( R \) is an experiment-driven parameter, which is decided by experiment result and \( r(i,j)=|z(i)-z(j)| \).

As mentioned above, GA algorithm is employed to solve the problem. Through searching possible solutions in the whole solution space, optimal projection direction \( a \) is obtained.

Similar to above, two-dimension projection could be described as follows:

\[
\max: \mathbf{Q}(a, b) = S_z(a, b) \cdot D_z(a, b)
\]
\[
\text{s.t.:} \quad \sum_{i=1}^{p} a_i^2 = 1, \sum_{i=1}^{p} b_i^2 = 1
\]
\[
\sum_{i=1}^{p} a_i b_i = 0
\]
\[
0 \leq a_i \leq 1 \quad \text{for } i = 1, 2, \ldots, p
\]  

(9)

3.1.5 Sorting the candidate nodes

First, let’s show that the relationship between node’s projection value and its corresponding risk level.

**Theorem 2:** Through the steps above, the larger the projection value is, the higher the creditability is.

**Demonstration:** Let us assume one virtual node named \( V \). \( V \) represents the optimal node, i.e., at anytime at any attribute node \( V \) gets the best attribute value. And after the temporary normalization, obviously node \( V \)’s attribute value is all 1.

Because

\[
Z_v = f(\alpha) = \sum_{j=1}^{n} \left( a_j \cdot s_{ij} \right).
\]

And all attribute values of \( V \) node are 1, thus:

\[
Z_v = f(\alpha) = \sum_{j=1}^{n} \left( a_j \right) = 1.
\]

That means the optimal node’s projection value is 1. So if real node’s projection value is greater, the difference between node and optimal node is smaller, i.e., this node is better. This proves our conclusion is right.

Therefore, after obtaining the projection value of each node by the steps above, a final evaluation for these candidate nodes can be achieved. The node’s risk level decreased with the increase of the projection value; meanwhile there still exist more similarities for specific two nodes when they’re more close to each other. And the same conclusions could be inferred for two-dimension projection. The more similar to \((1, 1)\), the higher the creditability is.

3.2. Procedures of PPRA model

The procedures of PPRA are as following:

**Step1:** selecting key indicators.

**Step2:** normalizing \( S \), and obtaining the \( S' \).

**Step3:** using GA algorithm to obtain optimal projection direction.

**Step4:** sorting the candidate nodes.

Once the optimal projection direction is obtained, every candidate node’s projection value will be calculated in optimal projection direction. Then after sorting these projection values, we can get reliable and precise results concerning nodes’ risk and their similarities.

4. Risk Assessment Scheme in MANETs

Theoretical PPRA model is showed above. A real example in MANET is presented below. However, before carrying out the experiment, defining key attributes is also of significance. After fulfilling PPRA model, analysis of final result and comparison between PPRA and other methods are conducted. We conclude that PPRA model is more suitable to various network behaviors, not only for its accuracy but also its convenience as well.

4.1. Defining key attributes

The selected indicators should properly reflect the behavior characteristics of the nodes in order to make the risk assessment objective and efficient. Establishing basic principle for selection’s convenience is necessary.

(I) Accessible. The indicator’s value must be obtained easily. As data is sampled from real MANETs, accessibility is basic.

(II) Relative. The chosen indicators should directly reflect node’s property.
For the risk assessment of nodes in MANETs, aspects including network communication features (i.e., loss tolerance), physical attributes (i.e., mobility), wireless signal and position should all be taken into consideration. In this paper, our indicators are pitched on: transmission speed (TS), losing rate (LR), signal intensity (SI), and signal changing rate (SCR). The categories of these four indicators are as follows: P presents positive-effect, whereas N presents negative-effect. And before conducting experiment, basic analysis of selected indicators is prepared.

### Table 1. Categories of selected indicators

<table>
<thead>
<tr>
<th>TS</th>
<th>LR</th>
<th>SI</th>
<th>SCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>N</td>
<td>P</td>
<td>N</td>
</tr>
</tbody>
</table>

#### 4.2. Risk assessment example

Our experiment platform is NS 2.28. Six nodes are designed, in which one attack node and one low-efficiency node are included. Node 5 loses part of the packet temporarily and node 6 transmits its packet very slow but completely. We obtained ten successive moments’ node attributes for experiment. For the sake of brevity, only losing rate data is shown in Fig.1. From Fig.1, the losing rate of node 6 is very high even though its very stable; and the value of node 5 is small but not stable, more likely to under an attack. Generally speaking, node 1 and node 2 is better than other nodes.

![Fig.1. Package losing rate curve](image)

#### 4.3. Experiment results

MI has two processes: project at each moment and then condensed-project for previous values on the time axis. Firstly, use SGA to obtain optimal projection directions of the ten moments in the first stage shown in Fig. 3. The optimal projection result is showed in Fig. 4.
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Next, project above results on the time axis, the final results is in Fig.5. Nodes 4 and 5 have lower values so they are more risky, PPRA concludes that they are low-efficient or having low trust level. Fig.6 shows that fitness is relatively convergent in this mechanism.

In MII, with the help of GA, the optimal 40 dimension projection direction is obtained, presented in Fig.7. Given Z, the risk level could be calculated using formula (6), shown in Fig.8. The first and second nodes are the best. Moreover, the distance between them is quite small, so they are thought to have similar properties. And node 5 is vulnerable so its projection value is quite small. Meanwhile node 6 is a low-efficiency node; its projection value is small too. Fig.9 shows that the fitness value is relatively convergent. From the above experiments, we can see the goals of the two mechanisms are consistent. However, MII has better projection result than MI, because MI has two stages, and during the first stage some time characteristics of attack behaviors have been lost already, which expands the gap from the reality.

Even though the result is relatively satisfying, from one-dimension projection, a plenty of information is lost. For example, in one-dimension projection both node 5 and node 6 are bad nodes and it’s hard to differentiate them. Moreover, one-dimension projection has weak visibility. So introducing two-dimension projection is quite significant.

As for the two-dimension projection, the experiment result is showed in Fig.10. In Fig.10 there are four categories. Node 1 and node 2 belong to the relative good nodes, while the projection value of node 5 is quite low and so as the node 6. What’s more, node 5 is quite different from node 6. The results accurately match our analysis to the original data. Fig.11 shows the convergent of two-dimension projection and it’s the certification of our model’s correctness.
5. Performance Analysis

5.1. Projection effectiveness

We have showed the fitness of convergence. Now we would like to explain the reason. In the analysis of PP effectiveness, we mainly depend on the convergence of SGA algorithm. The most difficult problem in GA is to prove the convergence process. Usually, we adopt the method of analyzing the evolution process of optimal function values, so we list the figures of convergence of optimal function values. The convergent process is obvious in these figures.

5.2. Data mining experience irrelevance

With the nodes in MANET, their attributes are high-dimensional and variable, from this aspect, dynamic trust evaluation based on projection pursuit can be regarded as a kind of data mining base on high-dimensional and variable data. Through the establishment and use of PP model, we can project any multidimensional data which represent multiple attributes of nodes in MANET to one-dimension space, so as to obtain the only trust attribute and finish the trust evaluation. The data in the evaluation process comes from multiple-variable and dynamic values based on nodes behaviors.

The drawback of traditional mechanism involves the massive data for analysis. Even better, a little information can finish the evaluation and we do not need the attributes to accord with any experience probability distribution. Our model is applicable for any high-dimension dynamic data and has pretty good experience irrelevance. Traditional evaluation need to preprocess the data, while in our model, even without pre-processing, suitable projection index and direction can ensure the accuracy of the result. Therefore, RRPA has little requirement for data and owns robustness.

5.3. Accuracy of Risk Assessment

The quantization value from PPRA can appropriately reflect trust information of nodes, especially the cluster status from visualized clustering projection, so that we can judge whether the node suffers from the grey hole attack or DoS attack and so on. Our model does not depend on experience probability distribution and has more accuracy. Traditional evaluation mechanisms choose a few principal components as evaluation index or process comprehensive judgment. Previouly, the risk value has been defined which actually damage the original amount of information. While our model bases on the original data so there is no impairment or influence for the analysis. The result is certainly more accurate.

To illustrate the advantage, we provide an example to compare our model with Principal Component Analysis (PCA).

In view of the above 6 nodes, 4 attributes in 10 different moments of distribution, use PCA to cluster for evaluation then obtain the following 6 evaluation values:

\[ Y_{PCA} = [Y_1, Y_2, Y_3, Y_4, Y_5, Y_6] \]

Compare this to Fig.12, we find that Node 4 is more risky than Node 5 in PCA, while in actual original data, Node 5, as a suspicious node, its risk value should near to Node 6'. This result indicates that there exists erroneous judgment of PCA algorithm. PCA is based on mathematical model and its expandability is very limited, especially in dealing with high-dimensional data. Comparably, projection pursuit can search the optimal direction to reduce dimensions. This kind of method considers the inner connection among data so the information loss is very little. We can conclude from the figures that the evaluation value from PPRA is much better than that from PCA. PCA may even reduce some effective information and rely only on a few principal components.
Our model timely saves the original information. From above results, we can find out that PCA ignores the dangerous node 5 which conflicts the fact.

5.4. Time complexity of PPRA

The analysis of time complexity should be considered from two aspects: one is without optimal direction; the other is with the optimal direction.

If we do not have optimal direction, GA is necessary. The time complexity of PPRA mainly includes \( Q(a) \).

For one-dimension and two-dimension projection, the total dispersion complexity of projection data is \( O(nm) \), where \( n \) indicates the amount of nodes and \( m \) indicates the dimensions of vector space.

\[
O(s(a)) = \begin{cases} 
O(n^*m) & \text{one-dimension} \\
O(n^*(O(d(y_1)+d(y_2)))) = O(n^*m) & \text{two-dimension}
\end{cases}
\]

The calculation method of local density is:

\[
O(D(a)) = n^*n^*O(t) = O(n^2m).
\]

Moreover, the complexity of GA is proportional to the amount of projection directions of initial subgroup (k), so that the time complexity of GA is:

\[
O(Q(a)) = O(S(a)+D(a))^k = O(n^2m^k).
\]

About the space complexity, because a few subgroups are produced which include projection directions, the complexity is: \( O(wmk) \), where \( w \) indicates the objective projection dimensions (in this paper, \( w=1 \) or \( w=2 \)). And the space of original data is \( O(nmt) \), \( T \) is the time point for sampling (here, \( T=10 \)).

If we have obtained the projection index and optimal projection direction for a special kind of attack through training with massive sample data, the evaluation just needs one simple matrix calculation to obtain the nodes’ trust level. Under such circumstances, time complexity is \( O(n) \). E.g., for the grey hole attack, we define projection index as \( Q(a) = Sz*D_z \) and the optimal projection direction \( a \). We adopt the obtained optimal direction to calculate the projection values of any node: \( at(node 1), at(node 2), ..., at(node n) \), by analyzing the trust level, so we can decide whether or not to include some nodes in the routing of self-organize networks.

5.5. Analysis for realization mechanism

According to the data from stimulation under the gray hole attack, we obtained the sample of 6 nodes and 4 relevant attributes in 10 different moments. If the projection index is given, we have different projection methods to get the optimal projection direction for evaluating node risk.

(a) Firstly reduce the dimensions of the four attributes of each node in every time point. For each time point, we establish a 6*4 matrix, including all attributes of the six nodes. After projection, our attributes come to a single comprehensive value. Apply this method to each node, and then we obtain six comprehensive values. Synthesizing ten moments, use the reducing-dimensions process again, attributes in ten moments are projected to one-dimensional space. This can produce an unique trust value for each node.

(b) There are forty relevant data for each node, reduce dimensions at the same time, projecting these forty data to one-dimensional space. It deals with a 6*40 matrix directly. Applying the same projection index, we obtain the projection in dexterous PP, which reflects the characteristics of all attributes in the whole time domain.

(c) Project high-dimension data to two-dimensional space, as formula (10). MI adopts one-dimension projection and projects ten moments respectively. This can lead to the loss of information that extends the gap with fact. MII adopts direct one-dimension projection and combined time characteristics with samples. The result is relatively accurate after optimizing projection direction. MI II not only considers the time characteristics but also reduces the loss of information. So two-dimension projection is more accurate than one-dimension, but the calculation is more complex. Therefore, when calculating the risk values, we usually adopt MII, however, if the data is extraordinarily suspicious, we can combine with MIII to process visualized risk evaluation in order to dig out abnormal nodes which may exert attacks.

5.6. Comparison with other methods

PPRA model has advantages in node risk assessment for MANETs, as following:

First, compared with reputation-based and probability-based models, PPRA model is “data-driven” without presumed requirement to sample data. Even the sample data is noisy, PPRA model could be accurate as both the projection in dexterous are well chosen. Hosen in Ref.3, the sample data must obey the beta distribution, so in the case that the distri bution cannot be satisfied, the assessment result won’t be accurate.

Second, PPRA is a visual risk assessment method. Risk level is not simply calculated, but clustered and
visualized. We turn the risk calculation into risk level clustering and the final results prove our idea is practical and reliable.

Third, PPRA model could be applied to node behavior’s analysis. Only a little calculation would be required if optimal projection index and direction under special condition are found. As we known, the behavior of node in MANETs is quite complex, but behind the complexity there is simplicity. Although the data is huge, corresponding projection index and direction aiming at certain node’s specific behavior can be found by supervised learning; and analysis of its behaviors will be proper after quite easy calculation. For example, for the gray hole attack, if the behavior’s projection direction is obtained, judgment concerning whether the node is under the gray hole attack or not can be made on the basis of corresponding projection values. Moreover, only simple matrix calculation is needed.

6. Conclusion

In this paper, a new model is proposed to deal with the following problems for nodes’ risk assessment:

(1) Indicators are high dimensional and multi-polar;
(2) Node’s behavior is complex and caprice. Using a comprehensive method to analyze is challenging. The merits of our proposed scheme could be summarized as follows:

(1) There is no restriction for sample data.
(2) PPRA model is simple and does not need complex calculation. How to define more suitable projection index and projection direction for node behavior’s analysis remains to be solved in the future.
(3) Our risk assessment is more accurate than the traditional methods for the reason that the optimal projection direction in PPRA is a comprehensive and effective way to measure nodes’ multiple-attributes.

The final result shows the PPRA model is effective and suitable for risk assessment in mobile ad hoc network.

7. Further Work

Our model is elementary but useful. In our future work specific network behaviors will be analyzed, such as gray hole attack, how to construct corresponding projection index and what’s the optimum direction to discriminate nodes under various conditions is of significance.
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