A hybrid algorithm based on neural network for DO concentration control
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\textbf{Abstract.} The control of the dissolved oxygen concentration in an aerobic reactor is one of the most important and challenging tasks, because of its strong nonlinearities and large uncertain dynamics. In this paper a hybrid algorithm is used to approach this nonlinear dynamic system using feedforward neural network to solve the DO concentration control problem. This hybrid algorithm uses different learning algorithm separately. The weights connecting the input and hidden layers are firstly adjusted by a self-organized learning procedure, while the weights between hidden and output layers are trained by supervised learning algorithm, such as a gradient descent method. The simulation examples are provided to demonstrate the efficiency of the approach compared with radial basis function neural network.

\section*{Introduction}

Due to the complexity of the physical, chemical and biological phenomena, the performance of the process is largely dependent on environmental and operational conditions. Wastewater treatment processes are difficult to control, because of the large disturbances in flow and load, the different physical and biological phenomena which can take place. Several extensive surveys of the activated sludge process control using simulation can be found in the literature \cite{1,2}. Such kind of bioprocess is well-known that 1) it is a complex system for the large nonlinearities, strongly coupled variables and large uncertain dynamics, and 2) most variables in the biological reaction are unmeasurable, which are essential for the control design \cite{3,4}. So we can see that the dissolved oxygen model belongs to a class of complex nonlinear dynamic systems. It is now well know that the nonlinear dynamical systems can exhibit extremely complex dynamic behavior, for this reason it becomes necessary to use intelligent control techniques. More recently, neural networks, fuzzy logic and genetic algorithm have been applied successful to problems of control and identification of nonlinear systems for several domains of application \cite{5,6}. For example\cite{7}, propose adaptive Neural Network decentralized backstepping output-feedback control for nonlinear large scale systems with time delays. In \cite{8}, robust adaptive Neural Networks control was developed for a class of uncertain MIMO nonlinear systems with input nonlinearities. A neural network, one of the most popular intelligent computation approaches, has the capability to approximate any desired nonlinear function to an arbitrary degree of accuracy \cite{9}. One of the most commonly used method to train FNN is based on Radial Basis Function (RBF) algorithm. Compared to the BP neural network and other types of neural network, RBF neural network not only can approximate any nonlinear model, but also there is no problem of a local minimum, so it learns faster and more accurate. Another advantage of the RBF neural network is that there is no need to give a number of nodes in the hidden layer. Although the learning method has achieved many successes in the neural control of nonlinear systems. In \cite{10}, a novel radial basis function (RBF) neural network is proposed and applied successively for online stable identification and control of nonlinear discrete-time systems. In \cite{11}, the regularization RBF neural networks for
nonlinear system modeling. In [12], a PID control combined with Radial Basis Function (RBF) neural network was proposed for course control of ship steering. In [13], all uncertain dynamics of the wastewater treatment are approximated by using radial basis function (RBF) neural networks (NNs). But RBF neural network also has its drawbacks, such as the structure of the network, the center vector of the basis function, initial weights are not well identified, in many cases we select them randomly, the centers vector of the network which is constructed by randomly selected is difficult to achieve a satisfactory level, another drawbacks is that as RBF is belongs to the scope of BP network, so it can not avoid the problems of slow convergence. Training speed is significantly increased by using various second orders algorithm [14,15].Many other algorithms with the emphasis on hybrid techniques have been developed to speed up the training iteration of feedforward neural network[16,17].

In this paper, we used a new alternative hybrid algorithm[18,19]. This algorithm could be split up into two stages. In the first stage, a structure learning which includes adding hidden neurons is used to determine the network size. This learning algorithm starts with a single training pattern and a single hidden layer neuron. When a new pattern is presented to the net, the distance between the input and the weight vector is computed. If the distance is smaller than a prespecified distance threshold, the new input pattern belongs to this neuron, otherwise, this new pattern become a new neuron of hidden layer. This procedure is repeated until all patterns are presented. The network can automatically create the neurons of the hidden layer and their initial weights. This approach for constructing the self organizing map is proposed as a dynamic version of the Kohonen self organizing map in order to overcome the weakness of the need for user defined static map structure of SOM. In the second stage, network parameters are adjusted using a recently proposed approach [20]. This learning procedure uses different learning algorithms separately. The weights between input and hidden layers are firstly adjusted by a self organized learning procedure [21], while the weights connected hidden and output layers are trained by a supervised learning algorithm, such as a gradient descent method[22]. The algorithm will improve the convergence speed for iteration.

The paper is organized as follows: In Section 2, we present the Activated Sludge system model. In Section 3, description of the learning algorithm. In Section 4, simulation results and comparisons with the RBF are given. Finally, in Section 5, we present the main conclusions.

**Activated sludge system model**

On the basis of the international water association established activated sludge model no. 1 and the law of material balance: \((\text{input}) - (\text{output}) = (\text{cumulants})-(\text{reaction})\), we can receive a link to sewage aeration activated sludge process mathematical mode.

A mathematical model is obtained based on the following assumptions:

1. The microorganisms’ growth rate is larger than their death rate and obeys the Monod law.
2. No biochemical reactions take place inside the settling tank; biomass in the sedimentation tank is negligible.
3. The inflow stream contains no biomass; complete settling is achieved, hence the sludge wastage is restricted to a waste stream.

The model is then given by

\[
\begin{align*}
\frac{dX}{dt} &= \frac{Q}{V} X - \frac{Q}{V} CX + \mu \frac{S}{k_s + S} X_k - k_d X \\
\frac{dS}{dt} &= \frac{\mu}{Y_{NH}} \frac{S}{k_s + S} X + \frac{Q}{V} (S - S) \\
\frac{dO}{dt} &= -1 - f \cdot f_{y_{NH}} \frac{S}{k_s + S} X - f_k X + u
\end{align*}
\]

(1)
where \( X \) is the biomass concentration in the aeration tank, \( X_i \) is the inflow biomass concentration, \( S \) is the reactor substrate concentration, \( S_i \) is the substrate concentration contained in inflow, \( O \) is the oxygen concentration in reactor tank, \( \mu \) is the maximal specific growth rate, \( k_s \) is the half-velocity constant, substrate concentration at one-half the maximal growth rate, \( k_o \) is the oxygen half-saturation coefficient for heterotrophic biomass, \( d_k \) is the endogenous decay coefficient, \( Q \) is the inflow, \( V \) is the reactor volume, \( Q_w \) is the wastage flow, \( C \) is concentration factor in the sedimentation tank, \( Y \) is the yield coefficient, \( Y_{NH} \) is the observed yield coefficient, \( f \) is a factor, which correlates the substrate with oxygen demand, \( f_x \) is the consumption factor, and \( u \) is the oxygen transfer rate.

In practice, the parameters \( k_s \ll S \) and \( k_o \ll O \), so the system dynamics in (1) can be rewritten as

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{align*}
\]

where

\[
A = \begin{bmatrix}
\mu - k_d - \frac{Q_w}{V} & 0 & \delta \\
-\frac{1}{Y_{NH}}\mu & -\frac{Q}{V} & 0 \\
-\frac{1}{Y_{NH}}\mu & 0 & \delta \end{bmatrix},
B = [0 \ 0 \ 1]^T, C = [0 \ 0 \ 1], D = [0 \ 0 \ 0],
\]

where \( \delta \) is a impulse coefficient which is settings for dissolved oxygen. It is proposed to strengthen the biological effect of the dissolved oxygen in the reaction process.

This process is a multi-input and single-output model, it belongs to nonlinear dynamic system, so we use the follow method to control the DO concentration.

**Description of the learning algorithm**

Without loss of generality, a single hidden layer FNN is used in this paper. It is a three-layer FNN controller based on a hybrid algorithm. Bypass weights from the input layer to the output layer are used, as the process described above is a MISO system, the FNN is also a MISO. There are \( n \) units in the input layer, \( m \) units in the hidden layer, and one unit in the output layer. The wastewater treatment system is used as the control object and the DO concentration is used as the control variable. The hybrid algorithms are described as follows.

**Preliminary.** The model used in this work is a feedforward neural network. The network structure consists on an input layer, a hidden layer and an output layer.

The output of each neuron in the hidden layer is as follows:

\[
o_j = \frac{1}{1 + \exp(-\text{net}_j)}.
\]

\[
\text{net}_j = \sum w_{ji} \cdot x_i + \theta_j, i = 1, 2, 3, ..., n, j = 1, 2, ..., L.
\]

where \( o_j \) is the output of \( j \)th neuron in the hidden layer, \( x_i \) is the \( i \)th input variable, \( x = [X, S, O] \), \( w_{ji} \) is the connection weight between the \( i \)th neuron in the input layer and the \( j \)th neuron in the hidden layer, \( \theta_j \).
is the threshold of the $j$th neuron in the hidden layer, $n$ and $L$ are the numbers of neurons in the input and hidden layers, respectively. The output of each neuron in the output layer is as follows:

$$\hat{y}_k = \frac{1}{1 + \exp(-\text{net}_k)}.$$  \hspace{1cm} (5)

$$\text{net}_k = \sum w_{kj} \cdot o_j - \theta_k, k = 1, 2, 3, ..., m.$$  \hspace{1cm} (6)

where $w_{kj}$ is the connection weight between the $j$th neuron in the hidden layer and the $k$th neuron in the output layer, $\theta_k$ is the threshold of the $k$th neuron in the output layer, $m$ is the numbers of neurons in the output layer.

$$E = \frac{1}{2}(\hat{y}_k - y_d).$$  \hspace{1cm} (7)

where $\hat{y}_k$ and $y_d$ are the desired and the current outputs of the network. And as the process in (2) only has one output, so $k=1$. The FNN with at least one hidden layer has the capability to approximate any desired nonlinear function to an arbitrary degree of accuracy [23].

**Training algorithm.** We set this network with three layers: an input layer, a hidden layer and an output layer. we use a FN-based hybrid training algorithm which combines unsupervised and supervised training in one procedure[18]. The specifics of the process followed in this algorithm is as follows:

*First stage: constructing the self-organized layer*

The distance threshold $\rho$ controls neuron insertion and, therefore, determines implicitly the number of neurons in the self organizing map $\rho \in [0,1]$. The procedure can be described in the following six steps.

*Step 1a*: Set the number of neuron in the hidden layer to 1, and initialize its weights with the first input vector.

*Step 2a*: Present an input vector $x$ to the FNN.

*Step 3a*: Calculate the distance between the input vector $x$ and the weight vector $n w$ of neuron $n$. The distance measurement can be defined as:

$$D(x - w_n) = P x - w_n P.$$  \hspace{1cm} (8)

where $P, \rho$ denotes the Euclidean distance metric.

*Step 4a*: If $D(x - w_n) > \rho$, the neuron is not close enough to the input vector, then a new neuron is added in the network ($n = n + 1$). The connection weight vector of the newly generated neuron, $w_{n+1}$, is then initialized to be $x$ ($w_{n+1} = x$), else, go back to Step 2a and repeat until all inputs have been presented.

*Step 5a*: Initialize the weights of the output layer at small random values.

*Step 6a*: Go to the second stage.

*Second stage: the procedure of training algorithm*

*Step 1b*: Present an input vector $x$ to the FNN.

*Step 2b*: The winner neuron $b$ is selected by evaluation of the distance measure between the input and the neuron weights[19]:

$$P x - w_b P = \min P x - w_b P.$$  \hspace{1cm} (9)

The distance measure can be any distance norm, in the practice mostly the Euclidean one is used.

*Step 3b*: Calculate
\( \varepsilon(t) = \varepsilon_o \exp\left(-\frac{t}{T}\right). \)  
\( (10) \)

where \( \varepsilon_o \) is its initial value, \( T \) is the total number of iterations and \( t \) is the current iteration.

**Step 4b**: Calculate

\[ \sigma(t) = \sigma_o \left( \frac{\sigma_f}{\sigma_o} \right)^t. \]  
\( (11) \)

where \( \sigma_o \) and \( \sigma_f \) control the initial and final values of neighbourhood width.

**Step 5b**: A Gaussian neighbourhood function is calculated as follows:

\[ h_{bi}(t) = \varepsilon(t) \exp\left(-\frac{(b-i)^2}{2\sigma^2}\right), h_{bi}(t) \in [0,1]. \]  
\( (12) \)

where \( b \) denotes the index of the winner neuron and \( i \) denotes the index of any neuron. The factors \( \varepsilon(t) \) and \( \sigma(t) \) are the learning rate factor and the neighbourhood width factor, respectively. They are decreasing functions of time. The neighborhood function usually \( h_{bi}(t) \) is equal to 1 for the winner neuron and decrease with the distance of the neurons from the winner.

**Step 6b**: The weights of the winner and its neighbouring neurons are modified as follows:

\[ \Delta w_{bj} = h_{bi}(t)(x - w_j(t)). \]  
\( (13) \)

The weights leaving from the winner neuron and its neighbours are modified based on the gradient descent method [24]:

\[ \Delta w_{kj}(t) = -\alpha(t)(y_d - \hat{y}_k)(1 - \hat{y}_k) o_j + \beta(t) \Delta w_{kj}(t-1). \]  
\( (14) \)

where \( \alpha(t) \) is the learning rate; \( \beta(t) \) is the momentum rate; \( y_d \) and \( \hat{y}_k \) are the desired and actual outputs, respectively; \( o_j \) is the output of \( j \)th neuron in the hidden layer.

**Step 7b**: The algorithm is stopped when the value of the error function (7) has become sufficiently small, otherwise go back to **step 1b**.

It is not absolutely necessary to execute the first stage at every iteration. It is sufficient to initialize the hidden and the output layers.

The hybrid algorithm above updates only parameters of the selected hidden nodes after every input–output case.

When a new input vector is presented to the neural network, the adjustment of weights does not damage the acquired performance of the neural network. In fact, if this example is different from the other, it will activate another neuron and only its weight will be adjusted. The network preserves its plasticity, because it can always react to unknown inputs and its stability since the network performances are not damaged by the new examples.

The proposed algorithm uses the basic concepts of self organization map but has a dynamic structure. It also uses the distance threshold parameter to generate the hidden layer neurons. This process improves the initial input layer weights and the adaptive neurons of the hidden layer.

**Simulation result**

In this section, simulation results are presented in order to evaluate the performance of the hybrid algorithm and to compare it with RBF algorithms.

To verification the effectiveness of this new control method, we use the parameters for the proposed algorithm are [18]: \( \varepsilon_o = 0.5, \alpha = 0.15, \beta = 0.15, \sigma_o = 2, \sigma_f = 0.5 \). We applied the new algorithm to the control of dissolved oxygen in the wastewater treatment system. The initial value of \( x = [150 200 1.5] \). The parameters in formula (2) are chosen as \( \mu_i = 2, Y_{NH} = 0.7, C = 2, k_d = 0.06, \)
\( f = 0.66, \ f_s = 1.41, \ k_o = 2, \ k_s = 79 \) and set the Do concentration 2mg/L. The simulation curve as Fig 1.

![Fig.1 The control of dissolved oxygen concentration](image)

It can be seen that the curve has overshoot, rising fast and after a transitional period the steady-state error become zero and the dissolved oxygen concentration has reach the set value in the limited time. So the hybrid algorithm is feasible and effective for the dissolved oxygen concentration control.

We compared the RBF which is used to approach unknown nonlinear function in [13]. We set the training goal of the neural network to 0, twenty hidden neurons, one output and the learning rate is 0.1. The Gaussian function is used as radial basis function, the initial weights of RBF is \( w = 0 \). The training result of RBF and the hybrid are shown in Fig 2 and Fig 3, respectively.

![Fig.2 The evolution of iteration for RBF](image)
Fig. 3 The evolution of iteration for hybrid

As it can be seen, in the curve the best line is not reveal, because the goal which we set is 0. The Fig. 2 shows that after about 200 times iteration the error become stabilize, but in Fig. 3 we can see that after 45 times iteration the curve is close to 0, it is more accurate. At the Fig 2, when the line become stabilize, we can see that the MSE is about $10^{-9}$, but from Fig 3, when the line reaches the same MSE the iteration is about 42 times. So we draw a conclusion that the iteration speed of the hybrid is faster than RBF under the same training goal.

**Conclusion**

A new neural control method was presented to solve the DO concentration control problem in the activated sludge process. The method is based on the concept of combining Kohonen algorithm and gradient descent method. The key ideas explored are the use of the Kohonen algorithm for training the weights of the hidden layers and gradient descent method for training the weights of the output layer. Simulation results have demonstrated the effectiveness of the proposed algorithm in controlling the dissolved oxygen concentration and improving the convergence speed for iteration.
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