An automatic blood vessel segmentation method for retinal images
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**Abstract.** This paper presents an automatic blood vessel segmentation method for retinal images. Our method integrates the dual-tree complex wavelet transform (DT-CWT) with the graph-based algorithm. The DT-CWT is used to construct the multi-scale features for each pixel, which is directionally selective and robust to noise. The graph-based algorithm is exploited to classify each pixel as vessel or non-vessel. Our method is validated on the publicly available DRIVE database, and compared with the state-of-the-art algorithms.

**Introduction**

Diabetic retinopathy is a complication of diabetes and is a major cause of blindness in developed countries. Blood vessel segmentation from retinal images plays a crucial role for diagnosing complications due to hypertension, diabetes, arteriosclerosis, cardiovascular disease and stroke [1]. Automatic blood vessel segmentation system could reduce the doctors’ workload, and increase the effectiveness of preventive protocols and early therapeutic treatments.

Many approaches have been reported in the area of blood vessel segmentation of retinal images, including rule-based method [3], model-based method [4-6], matched filtering [7-9], and supervised method [2][10-13]. However, the retinal images have low contrast, and large variability is presented in the image acquisition process [2], which deteriorate automatic blood vessel segmentation results.

In this paper, we partition the retinal image into two types: vessel and non-vessel. Effective feature presentation could improve the segmentation results. We integrate the dual-tree complex wavelet feature with original intensity as the pixel feature vector, which is robust to shift and noise variation. Then, a graph-based method [14] is exploited to segment the retinal images into multiple vessel regions and non-vessel regions. Finally, we label the regions with K-mean method for final classification.

The rest of this paper is organized as follows. Section 2 describes our proposed method. In Section 3, experimental results are presented, followed by the conclusion in Section 4.

**Our proposed method**

**Feature Extraction:** In original RGB retinal images, the green channel shows the best vessel-background contrast, while the red and blue channels show low contrast and are noisy. So, we select the green channel from the RGB retinal image, and the green channel intensity of each pixel is taken as the intensity feature. Fig. 1(a) is an original RGB retinal image from DRIVE database, and its green channel image is shown in Fig. 1(b).

Retinal images often show important lighting variations, poor contrast and noise [2]. Wavelet theory provides a powerful framework to decompose images into different scales and orientations. Dual-tree complex wavelet transform (DT-CWT) has been developed by Kingsburg [15], which is a particularly suitable tool for feature extraction, as it is directionally selective, approximately shift invariant, limited redundant, and robust to noise. We create DT-CWT feature from the high-frequency sub-bands of DT-CWT with scale three and four. DT-CWT high-frequency images with scale three and four of Fig.1(b) are shown in Fig.1 (c) and (d).
Fig. 1 Illustration of the feature extraction process. (a) Original RGB retinal image. (b) The green channel of the original image. (c) The high-frequency image of DT-CWT with scale three. (d) The high-frequency image of DT-CWT with scale four. (e) The segmentation result with our proposed method. (f) The manual segmentation result by the first specialist.

**Graph-based segmentation method:** Felzenszwalb [14] proposed an efficient graph-based images segmentation method. An important characteristic of this method is its ability to preserve detail in low variability image regions which ignoring details in high variability regions. Retinal images have lighting variations and poor contrast. Therefore, we exploit Felzenszwalb’s method for blood vessel segmentation could overcome the problem of lighting variations and poor contrast in retinal images. Moreover, this method is highly efficient, running in time nearly linear in the number of image pixels. So, this method can be used in the medical processing application.

Let \( G = (V, E) \) be an undirected graph with vertices \( v_i \in V \), the set of elements to be segmented, and edges \( (v_i, v_j) \in E \) corresponding to pairs of neighboring vertices. Each edge \( (v_i, v_j) \in E \) has a corresponding weight \( w(v_i, v_j) \), which is a non-negative measure of the dissimilarity between neighboring elements \( v_i \) and \( v_j \). In the case of retinal image segmentation, the elements in \( V \) are pixels and weight of the edge \( (v_i, v_j) \) is the difference in feature vector between the pixels \( v_i \) and \( v_j \) \( (w(v_i, v_j) = f_{v_j} - f_{v_i}) \).

In the graph-based method, a segmentation \( S \) is a partition of \( V \) into components such that each component (or region) \( C \in S \) corresponds to a connected component in a graph \( G = (V, E) \), where \( E \in E \). We want the elements in a component to be similar and elements in different component to be dissimilar.

Felzenszwalb [14] defines inter difference of a component \( C \subseteq V \) to be the largest weight in the minimum spanning tree of the component, \( MST(C, E) \). That is, \( Int(C) = \max_{e \in MST(C,E)} w(e) \). One intuition underlying this measure is that a given component \( C \) only remains connected when edges of weight at least \( Int(C) \) are considered. Then, he defines the difference between two components \( C_1, C_2 \subseteq V \) to be the minimum weight edge connecting the two components. That is, \( Dif(C_1, C_2) = \min_{e \in MST(C_1 \cup C_2, (v_i, v_j) \in E)} w(v_i, v_j) \).

If there is no edge connecting \( C_1 \) and \( C_2 \), we let \( Dif(C_1, C_2) = \infty \). Then, Felzenszwalb [14] defines the pairwise comparison predicate as

\[
D(C_1, C_2) = \begin{cases} 
true & \text{if } Dif(C_1, C_2) > MInt(C_1, C_2) \\
false & \text{otherwise}
\end{cases}
\]

where the minimum internal difference, \( MInt \) is defined as, \( MInt(C_1, C_2) = \min(\text{Int}(C_1) + \tau(C_1), \text{Int}(C_2) + \tau(C_2)) \). The threshold function \( \tau \) is defined as \( \tau(C) = k / |C| \), where \(|C|\) denotes the size of \( C \), and \( k \) is some constants parameter.

In our work, we exploit Felzenszwalb’s graph-based method [14] to partition the retinal image. Vessels of the retinal image belong to the detail information. To reserve the thin and small vessels in the
segmentation result, \( k \) is not a larger value. So, there are multiple regions (vessel region or non-vessel regions) after the graph-based segmentation.

**Postprocessing:** After clustering with the graph-based algorithm, there are multiple regions including vessel regions and non-vessel regions. We use the mean intensity feature of pixels in a region to estimate the region class. K-mean method is used to label the region class based on the regions’ inherent distance from each other. Finally, in the visual inspection, small isolated regions misclassified as blood vessels are also observed. If the vessel region is connected with no more than 30 pixels, it will be reclassified as non-vessel. The segmentation result of our proposed method on Fig.1 (a) is shown in Fig.1 (e).

**Experimental results**

**Database and similarity indice:** The DRIVE database [12] is used in our experiments. This dataset is a public retinal image database, and is widely used by other researchers to test their blood vessel segmentation methods. Moreover, the DRIVE database provides two sets of manual segmentations made by two different observers for performance validation. In our experiments, performance is computed with the segmentation of the first observer as ground truth. To quantify the overlap between the segmentation results and the ground truth for vessel pixels and non-vessel pixels, accuracy (Acc) are adopted in our experiments.

**Comparing with other methods:** In order to compare our approach with other retinal vessel segmentation algorithms, the average Acc value is used as measures of method performance. We compare our method with the following published methods: Martinez-Perez et al. [3], Jiang and Mojon [4], Chaudhuri et al. [7], Cinsdikici and Aydin [9]. The comparison results are summarized in Table 1, which indicate our proposed method outperforms most of the other methods.

Table 1 Comparing the segmentation results of different algorithms with our method on DRIVE database in terms of average Acc value.

<table>
<thead>
<tr>
<th>Method Type</th>
<th>Method</th>
<th>DRIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based method</td>
<td>Martinez-Perez et al., [3]</td>
<td>0.934</td>
</tr>
<tr>
<td>Model-based method</td>
<td>Jiang and Mojon, [4]</td>
<td>0.891</td>
</tr>
<tr>
<td>Matched filter</td>
<td>Chaudhuri et al., [7]</td>
<td>0.877</td>
</tr>
<tr>
<td>Clustering method</td>
<td>Cinsdikici and Aydin, [9]</td>
<td>0.929</td>
</tr>
<tr>
<td>Clustering method</td>
<td>Our proposed method</td>
<td>0.930</td>
</tr>
</tbody>
</table>

**Conclusions**

This study proposes a blood vessel segmentation method based on the graph-based algorithm. To overcome the problem of low contrast and large variability in retinal images, we construct the feature vector with the green channel intensity, and the high-frequency sub-bands of DT-CWT with scale three and four. Then, we partition the retinal image into multiple regions with the graph-based algorithm. Finally, the multiple regions are classified by K-mean algorithm as vessel regions or non-vessel regions. Our method is validated on the DRIVE database with available gold standard images. In addition, we compare our method with the state-of-art methods, and experimental results indicate that out method outperforms most of the other methods.
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