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Abstract—This paper presents a new greedy algorithm for joint sparse recovery, called adaptive threshold simultaneous orthogonal matching pursuit (AT-SOMP). In this algorithm, an adaptive threshold is designed based on subspace decomposition to stop the iterative process, during which the support of target signal is identified iteratively just like the simultaneous orthogonal matching pursuit (S-OMP) algorithm. As the adaptive threshold can change with the noise power adaptively, the proposed algorithm is applied to the situation that both the sparsity and SNR of the target signal are unknown. Experiments validate that in this situation the proposed algorithm has a better recovery performance than those methods with a fixed threshold.
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I. INTRODUCTION

Compressed sensing (CS) [1] has received increasing interests over the past few years. According to CS theory, a sparse signal $\mathbf{x}$ can be reconstructed approximately from the measurement vector $\mathbf{y} = \mathbf{A}\mathbf{x}$ obtained through the sensing matrix $\mathbf{A}$. A natural extension of this recover problem is the joint sparse recovery problem, also known as the multiple measurement vector (MMV) problem where a single matrix $\mathbf{A}$ is utilized to obtain measurements of multiple signals: $\mathbf{y}_k = \mathbf{A}\mathbf{x}_k$ for $k = 1, \ldots, N$. The joint sparse recovery problem aims to identify a common support shared by unknown sparse vectors $\{\mathbf{x}_k\}_{k=1}^N$ from the multiple measurements vectors $\{\mathbf{y}_k\}_{k=1}^N$. Once the support is determined, the recovery of the unknown sparse vectors reduces to a standard overdetermined linear inverse problem.

Algorithms have been developed for the joint sparse recovery problem. Convex optimization formulations with mixed norm [2-4] extend the corresponding single measurement vector (SMV) solution, such as basis pursuit (BP) [5] and LASSO [6] to the MMV case. They work correctly and provide theoretical performance guarantees. However, they often suffer from heavy computational complexity when solving massive recovery problems. On the other hand, greedy algorithms such as orthogonal matching pursuit (OMP) [7] and compressive sampling matching pursuit (CoSaMP) [8] were extended to the MMV case [9-11]. Greedy algorithms iteratively identify the support of the target signal until a halting condition is met. They can solve large-scale reconstruction problems more efficiently, but there is no optimal way to stop the algorithms when the sparsity is unknown. One common approach is to halt when a relative residue improvement between two consecutive iterations is smaller than a certain threshold. However, the certain threshold is hard to design in the situation that the signal to noise ratio (SNR) is unknown, and an inappropriate threshold may cause poor reconstruction performance of the recovery algorithm.

In this paper, a new greedy algorithm, called adaptive threshold simultaneous orthogonal matching pursuit (AT-SOMP), is proposed for joint sparse recovery. The AT-SOMP algorithm combines simultaneous orthogonal matching pursuit (S-OMP) algorithm with an adaptive threshold designed based on subspace decomposition. It iteratively identifies the support of the target signal just like S-OMP and halts when a residue improvement between two consecutive iterations is smaller than the adaptive threshold. As the adaptive threshold changes with the noise power adaptively, the AT-SOMP algorithm can work well with unknown sparsity in the situation that SNR is unknown. Experiments validate that the AT-SOMP algorithm outperforms those methods with a fixed threshold in the case that the sparsity and SNR of the target signal are unknown. The rest of this paper is organized as follows. Section 2 provides an introduction to the signal model and the S-OMP algorithm for the MMV case. In Section 3, we present the design of the adaptive threshold. Finally, the simulation results are shown in Section 4, and the conclusion is provided in Section 5.

II. REVIEW

A. Signal Model

Symbol $\mathbb{K}$ denotes a scalar field, which is either the real field $\mathbb{R}$ or the complex field $\mathbb{C}$. Let $\{\mathbf{x}_k\}_{k=1}^N \subset \mathbb{K}^n$ be jointly $s$-sparse (i.e., the union of the supports of $\mathbf{x}_k$ for $k = 1, \ldots, N$ has at most $s$ elements). Then, $\mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_N] \in \mathbb{K}^{n \times N}$ has no more than $s$ nonzero rows. The support of $\mathbf{X}$ denotes the union of the supports of the columns of $\mathbf{X}$, or equivalently, the set of indices of the nonzero rows.

Utilizing an $m \times n$ sensing matrix $\mathbf{A}$, we obtains the $m \times N$ observation matrix $\mathbf{Y}$:

$$\mathbf{Y} = \mathbf{AX} + \mathbf{W}$$

(1)
where $\mathbf{W}$ is an $m \times N$ noise matrix. Let $J_0$ denote the support of $\mathbf{X}$ and let $\mathbf{X}_{J_0}$ denote the submatrix with the nonzero rows of $\mathbf{X}$. Then the matrix $\mathbf{Y}$ can be expressed as

$$\mathbf{Y} = \mathbf{A}_{J_0} \mathbf{X}_{J_0} + \mathbf{W} \quad (2)$$

where $\mathbf{A}_{J_0}$ is a submatrix containing the columns of $\mathbf{A}$ indexed by $J_0$. As the Gaussian assumption is one of the most widely used in signal processing, we assume that all the elements in the $i$th row of the matrix $\mathbf{X}_{J_0}$ are independent Gaussian variables of variance $\sigma_i^2$. Then eqn. (2) can be written in compact form:

$$\mathbf{Y} = \mathbf{A}_{J_0} \mathbf{\Sigma}^{1/2} \cdot \mathbf{U} + \mathbf{W} \quad (3)$$

where $\mathbf{U}$ is an $s \times N$ random matrix with independent standard Gaussian entries and $\mathbf{\Sigma}$ is an $s \times s$ diagonal matrix whose diagonal entries $\sigma_i^2$ are positive real numbers.

### B. S-OMP Algorithm

S-OMP algorithm, an extension of OMP algorithm, is an iterative algorithm for the MMV case. In this setting, one should combine the correlation of the atom $\mathbf{A}_i$ (the $r$th column of the matrix $\mathbf{A}$) with the multiple vectors to get a single correlation criterion for the selection of the most correlated atoms. For any $1 \leq p \leq \infty$, one can consider the $p$-correlation

$$\|\mathbf{A}_i^\dagger \mathbf{Y}\|_p = \left( \sum_{i=1}^N \| (\mathbf{A}_i^\dagger, \mathbf{Y}_i) \|^p \right)^{1/p}. \quad (4)$$

As input, the S-OMP algorithm requires three pieces of information: the $m \times N$ sensing matrix $\mathbf{A}$, the $m \times N$ observation matrix $\mathbf{Y}$, and a halting criterion. The algorithm is initialized with the residual $\mathbf{R}_0 = \mathbf{Y}$ and the support set $J_0 = \emptyset$.

At the $i$th iteration, S-OMP performs four major steps:

1) Identify the index $r_i$ of the atom $\mathbf{A}_i$ which maximizes the $p$-correlation $\|\mathbf{A}_i^\dagger \mathbf{R}_i\|_p = \max_{1 \leq r \leq s} \|\mathbf{A}_{r}^\dagger \mathbf{R}_{i-1}\|_p$ with the residual $\mathbf{R}_{i-1}$.

2) The newly identified index $r_i$ is united with the support set $J_{i-1}$ to get the new set $J_i = J_{i-1} \cup r_i$.

3) Solve a least-squares problem $\hat{\mathbf{X}}_{J_i} = \mathbf{A}_{J_i}^\dagger \mathbf{Y}$ to approximate the target signal on the merged support $J_i$.

4) Calculate the new residual $\mathbf{R}_i = \mathbf{Y} - \mathbf{A}_{J_i} \hat{\mathbf{X}}_{J_i}$.

These steps are repeated until the halting criterion is triggered. In the experiments in Section 4, the S-OMP algorithm adopts the existing common halting condition:

$$\frac{\|\mathbf{R}_i\|_p - \|\mathbf{R}_{i-1}\|_p}{\|\mathbf{A}_{J_i} \hat{\mathbf{X}}_{J_i}\|_p} \leq \varepsilon \quad (5)$$

where $\varepsilon$ is a certain threshold.

### III. Adaptive Threshold

In this section, an adaptive threshold is designed based on subspace decomposition to create a halting criterion for our AT-OMP algorithm. We assume that the columns of the noise matrix $\mathbf{W}$ are i.i.d. random vectors with white spectrum (i.e., $\mathbf{E}(\mathbf{W} \mathbf{W}^H / N) = \sigma_\mathbf{W}^2 \mathbf{I}_m$) and the number of snapshots $N$ is large but finite (specifically, $N$ satisfies $N \geq m$). It is also assumed that $m \geq 2s$, which is required by most blind recovery methods.

Multiplying the observation matrix $\mathbf{Y} = \mathbf{A}_{J_0} \mathbf{X}_{J_0} + \mathbf{W}$ by its conjugate transpose, we have

$$\mathbf{\Gamma}_Y = \mathbf{Y} \mathbf{Y}^H. \quad (6)$$

Let $\{\lambda_j\}_{1 \leq j \leq m}$ denote the eigenvalues of the matrix $\mathbf{\Gamma}_Y$ and $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m$. Then $\{\lambda_j\}_{1 \leq j \leq s}$ represent energies of signal subspaces and the other eigenvalues represent energies of noise subspaces. Although the sparsity $s$ is unknown, we know that the eigenvalue $\lambda_{s+1}$ is the energy of a noise subspace, where $d = \lceil m/2 \rceil$ is the largest integer not greater than $m/2$.

According to the iterative process described in the previous section, an index $r_i$ is identified and a residual $\mathbf{R}_i = \mathbf{Y} - \mathbf{A}_{J_i} \hat{\mathbf{X}}_{J_i}$ is updated at the $i$th iteration. When $i \leq s$, one signal subspace of $\hat{\mathbf{X}}_{J_i}$ will be recovered and the residue improvement $\|\mathbf{R}_{i-1}\|_2^2 - \|\mathbf{R}_i\|_2^2$ will be great compared to the eigenvalue $\lambda_{s+1}$. After $s$ iterations, the support $J_0$ will be completely recovered. Then, if the iterative process continues, a noise subspace will be recovered and $\|\mathbf{R}_{i-1}\|_2^2 - \|\mathbf{R}_i\|_2^2$ will be close to $\lambda_{d+1}$ (even less than $\lambda_{d+1}$). Therefore, in the situation that the sparsity $s$ is unknown, the eigenvalue $\lambda_{d+1}$ can be employed to halt the iterative process.

From the above mentioned, we propose a new halting condition: the iteration stops when

$$\|\mathbf{R}_i\|_2^2 - \|\mathbf{R}_{i-1}\|_2^2 < \tau \lambda_{d+1} \quad (7)$$

where $\tau$ is a rational number greater than 1. Empirical results suggest that the choice $\tau = 2.5$ is often reasonable. As the adaptive threshold $\tau \lambda_{d+1}$ can change with the noise power adaptively, the proposed halting condition is better than the previous halting criteria with fixed thresholds especially in the situation that SNR is unknown.
IV. EXPERIMENTS

In this section, we compare the performance of the proposed AT-SOMP algorithm with S-OMP and sparsity adaptive matching pursuit (SAMP) [12] experimentally. The sensing matrix is generated as randomly selected $m$ rows of the $n \times n$ DFT matrix. The observation matrix $Y = AX + W$ follows the model in eqn. (3) and is corrupted by additive i.i.d. circular complex Gaussian noise $W$. Set $m = 20$ and $n = 64$. The algorithms are tested on random row $s$-sparse matrix $X$ with uniformly random support $J$. The power $\sigma_i^2$ of the minimum signal in $X_{J_i}$ is set to 1 and the other power $\{\sigma_i^2\}_{i=2}^{s}$ is chosen uniformly random in $[0, \text{SNR} - 10]$ dB compared with $\sigma_1^2$. The performance is assessed by the rate of successful support recovery.

The major interest of the first experiment is how many snapshots $N$ are needed in AT-SOMP algorithm to reconstruct different sparse signals. The SNR is set to 20dB. For each pair of $s$ and $N$, 10000 random matrix $X$ are employed to calculate the rate of successful support recovery. We show the results in fig. 1. As expected, the performance improves with increasing $N$. And it is shown that $N = 30$ is large enough for our AT-SOMP algorithm in the case that $m = 20$.

In the second experiment, we compare the performance of AT-SOMP with S-OMP and SAMP under different SNR levels. The threshold $\epsilon$ of S-OMP and SAMP is set to two levels: 0.02 and 0.002. The other parameters are set to $s = 6$ and $N = 64$. For each SNR, the success rate is calculated by attempting recovery of 10000 random row $s$-sparse matrix $X$. As shown in fig. 2, a fixed threshold of S-OMP and SAMP just works for several SNR levels and our AT-OMP algorithm works well for all the SNR levels.
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