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Abstract. A clustering algorithm combining particle swarm optimization (CPSO) with K-Means (KM-CPSO) is proposed, which features better search efficiency than K-Means, PSO and CPSO. The K-Means algorithms cannot guarantee convergence to global optima and suffer in local optimal cluster center because they are sensitive to initial cluster centers. Chaotic particle swarm optimization (CPSO) can find global optimal solution; meanwhile K-Means can achieve local optima. The CPSO-KM algorithm utilizes both global search capability of CPSO and local search capability of K-Means. CPSO-KM algorithm has been tested with two synthetic datasets and three classical data sets from UCI. Experimental results show better performance of the CPSO-KM as compared to K-Means, PSO and CPSO.

Introduction
Clustering is a common unsupervised learning method, which partitions a group of objects (instances) into groups (clusters) such that objects in the same cluster are similar to each other and dissimilar to the objects in other clusters. K-Means [1] algorithm partitions the groups of given objects into k clusters based on a distance metric. The K-Means algorithm is easy to implement and very efficient. The main drawback of the K-Means algorithm is that the clustering result is sensitive to the initial clusters centers and may converge to the local optima [2].

In recent years, swarm intelligent algorithms has been combined with K-Means and applied on many clustering problems, because of the ability of global search of the swarm intelligent algorithms, such as GA[3], PSO[4], ACO[5]. The combination of swarm intelligent algorithms and K-Means algorithm can take advantage of both global search ability of swarm intelligent algorithms and local search ability of K-Means algorithm. CPSO[6] has the advantage of more precise global search ability and more fast convergence speed in our previous literature. The CPSO is used to obtain better clusters centers for initial clusters centers, then K-Means algorithm is used based on the initial clusters centers found by CPSO.

The rest of the paper is organized as follows. Section 2 describes the model of clustering problems. Section 3 presents our clustering algorithm combining CPSO with K-Means (CPSO-KM). Section 4 illustrates experimental results. Finally, Section 5 makes conclusion.

Model of clustering problem
The clustering problem is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. Given a data objects set \( DS = \{X_1, X_2, ..., X_N\} \), where \( X_i = (x_{ij}, x_{j2}, ..., x_{jL}) \), \( L \) is the dimension of a data object, a clustering problem tries to find a K-partition of \( DS \), \( C = \{C_1, C_2, ..., C_k\} \), such that the similarity of the data objects in the same cluster is maximum and the difference of the data objects between different cluster centroid is maximum. The objective function of clustering problem is evaluated based on the sum of squared error (SSE), which is defined as
\[
\min \sum_{i=1}^{K} \sum_{x \in C_i} D^2(x_j, \bar{C}_i) = \frac{1}{|C_i|} \sum_{x \in C_i} x_j
\]
(1)

\[
\bigcup_{i=1}^{K} C_i = DS, \quad C_i \neq \phi
\]
(2)

\[
C_i \cap C_j = \phi, \quad i \neq j \quad \text{and} \quad i, j \in \{1, 2, \ldots, K\}
\]
(3)

where \(D(x, y)\) denotes the Euclidean distance between \(x\) and \(y\), \(\bar{C}_i\) is the mean of data objects in the cluster \(C_i\).

### Clustering Algorithm Combining CPSO with K-Means

In this paper, we develop a hybrid algorithm for solving clustering problems, whose flowchart is shown in Fig. 1. It can be observed that CPSO is combined into the clustering algorithm. Detailed implementations of the algorithm are proposed and described in this section.

#### A. Particle Swarm Optimization

Particle swarm optimization (PSO), which was developed by Kennedy and Eberhart in 1995[7,8], is a population-based swarm intelligence algorithm. The PSO simulates the social behavior of birds flocking and fish schooling. It has been successfully applied to many practical optimization problems. In PSO, each particle \(i\) represents a candidate solution in the solution space of \(D\) dimensions, which has two vectors: a position vector \(X_i = [x_{i1}, x_{i2}, \ldots, x_{iD}]\) and a velocity vector \(V_i = [v_{i1}, v_{i2}, \ldots, v_{iD}]\).

During the evolutionary process, the velocity vector and the position vector of particle \(i\) on dimension \(d\) at iteration \(t+1\) are updated as

\[
v_d^i(t+1) = \omega v_d^i(t) + c_1 \cdot r_1 \cdot (pBest_d^i(t) - x_d^i(t)) + c_2 \cdot r_2 \cdot (gBest_d^t(t) - x_d^i(t))
\]
(4)

\[
x_d^i(t+1) = x_d^i(t) + v_d^i(t+1)
\]
(5)

where \(d = 1, 2, \ldots, D\) represents each dimension of the search space, \(\omega\) is inertia weight, \(c_1\) and \(c_2\) are cognitive learning coefficient and social learning coefficient, respectively, \(r_1\) and \(r_2\) are two uniform random numbers in the range of \([0, 1]\), \(pBest_d^i(t)\) is the position on dimension \(d\) with the best fitness found up to the \(t\)th iteration for the particle \(i\), \(gBest_d^t(t)\) is the best position on dimension \(d\) found by the whole particle swarm.

The inertia weight \(\omega\) in (4) is usually updated as

\[
\omega = \omega_{\text{min}} - (\omega_{\text{max}} - \omega_{\text{min}}) \times \frac{g}{g_{\text{max}}},
\]

where \(\omega_{\text{min}}\) and \(\omega_{\text{max}}\) are initial and final weight, and set to 0.9 and 0.4, respectively[9], \(g\) is the current evolutionary generation number, \(g_{\text{max}}\) is the maximum number of generations. \(c_1\) and \(c_2\) are set 1.8, respectively. During the evolutionary process, the velocity of each particle on dimension \(d\) is restricted to the range of \([-v_{\text{max}}^d, v_{\text{max}}^d]\), \(v_{\text{max}}^d \in \mathbb{R}^+\). The maximum velocity \(v_{\text{max}}^d\) is usually set to 20% of the search range [10].

To find good initial cluster center, the cluster centers should be encoded into particle’s representation. We employ a representation that each particle is characterized by a \(D = \text{Num\_Attributes} \times \text{Num\_Centroids}\) dimensional real number vector. \(\text{Num\_Attributes}\) is the number of attribution of instances in the clustering problems. \(\text{Num\_Centroids}\) is the number of the centroids of instances in the clustering problems. Thus the particle is encoded as a sequence of cluster centroids. The \(i\)th particle in the swarm is in the form of

\[
X_i = [x_{11}, x_{12}, \ldots, x_{1\text{\_Attri}}, x_{21}, x_{22}, \ldots, x_{2\text{\_Attri}}, \ldots, x_{D1}, x_{D2}, \ldots, x_{D\text{\_Attri}}]
\]
(6)

where \(x_{j\text{\_Attri}}\) is the \(k\)th attribution value of the \(j\)th centroid, \(j = 1, 2, \ldots, \text{Num\_Centroids}\), \(k = 1, 2, \ldots, \text{Num\_Attributes}\). Fig.1 shows the particle representation of the \(i\)th particle in a 2-D space.
In the initialization, the position of all particles are randomly generated, with $(x_{j,1}^{i,3}, x_{j,2}^{i,2}, ..., x_{j,Num _attributes})$ is the attribution value of the $j$th centroid ($j = 1, 2, ..., K$). The velocity of each particle is also randomly generated, while the maximum velocity of each dimension is set to be 20% of the search range.

B. K-Means

The K-means algorithm is a straightforward and widely used clustering algorithm. It is simple to implement and run, relatively fast. The K-Means algorithm partitions a given dataset into a user-specified number of clusters.

The standard K-Means algorithm is described as follows:

1. Initialize the K cluster centroid $M = \{m_1, m_2, ..., m_K\}$ randomly.

2. Assign each data point $x_j$ to the closest cluster based on Euclidean distance. The distance between data point $x_j$ to the closest cluster centroid $m_k$ is defined as

$$D(x_j, m_k) = \sqrt{\sum x_{j, i}^2 - m_{k, i}^2} \quad (7)$$

3. Recalculate the means of K cluster centers, and obtain new K centers.

4. Repeat step 2 and 3 until the average change in centroid vectors is less than a predefined value.

C. Chaotic PSO algorithm(CPSO) and fitness calculation

Otherwise, during the evolutionary process, the PSO may trap into a local optima solution, then the exploration performance will not be improved. CPSO introduces chaotic mapping with certainty and stochastic property into PSO in order to improve the global convergence ability [11]. The chaotic mapping method is the chaotic logistic sequence, which is defined as follows:

$$x(t+1) = r \cdot x(t) \cdot (1 - x(t)), r \in N, x(0) \in [0, 1] \quad (8)$$

where $r$ is the control parameter, $y$ is a variable, $r = 4$, $y \in \{0, 0.25, 0.5, 0.75, 1\}$ and $t = 0, 1, 2, ...$

Compute the radius of chaotic searching region to avoid destroy the excellent solution. The radius can be adaptively adjusted by the distance between $pBest$ and $gBest$ and variance.

The chaotic searching time is defined as

$$\sigma(pbest, gbest) = \frac{1}{PNum} \sum_{i=1}^{PNum} \sqrt{\sum (pbest_{particle_{i,j}} - gbest)^2} \quad (9)$$

where $\varepsilon_i$ is the threshold of the premature convergence. As described in Section II, the objective of clustering problem is the minimizing of the SSE.
Experiments and comparisons

In this section, seven data sets are employed to validate the proposed CPSO-KM clustering algorithm and to compare the CPSO-KM with conventional K-Means, PSO and CPSO.

A. Data sets and algorithm configuration

The five data sets include three synthetic data sets (SynSet1, SynSet2) and three real data sets. The three synthetic data sets are generated based on normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$. The parameters for the three synthetic data sets are shown in Table I. The synthetic data sets are relatively simple, and the real number and centers position of their clusters are known in advance, so experiments on these data sets can reveal the virtues and defects of the algorithms. Fig. 3-4 graphically presents the two synthetic data sets.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>No. of clusters</th>
<th>No. of dimensions</th>
<th>Size of clusters</th>
<th>Parameters of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SynSet1</td>
<td>3</td>
<td>2</td>
<td>50</td>
<td>$\mu_1 = [10,10], \Sigma_1 = 0.4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu_2 = [7,7], \Sigma_2 = 0.4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu_3 = [3,3], \Sigma_3 = 0.4$</td>
</tr>
<tr>
<td>SynSet2</td>
<td>4</td>
<td>3</td>
<td>100</td>
<td>$\mu_4 = [30,30,30], \Sigma_4 = 4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu_5 = [20,20,20], \Sigma_5 = 4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu_6 = [14,14,14], \Sigma_6 = 4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu_7 = [5,5,5], \Sigma_7 = 4$</td>
</tr>
</tbody>
</table>

The three real data sets that we considered are Iris, Haberman, Hayes-roth, which are available...
online [12]. These data sets are very classical and often used to examine and compare the performances of algorithms in the fields of classification.

The PSO, CPSO and CPSO-KM use the same population size of 20 and the same number of 1000 fitness evaluations (FEs) for a fair comparison. All the experiments are carried out using Visual C++ on the same machine with a Pentium(R) Dual-Core CPU 3.20 GHz, 2.0GB RAM, and Windows 7 operation system. All the data sets are independently simulated 30 times, and their mean results are compared in order to reduce the statistical errors.

B. Performance and F-Measure comparison between CPSO-KM and other algorithms

To validate the proposed CPSO-KM, we compared the CPSO-KM with K-Means, PSO and CPSO. Each data set was independently simulated 30 times for purpose of reducing statistical errors. The statistical results are shown in Table II in terms of the mean and standard deviation of the fitness, and boldface in the table indicates the best result obtained.

Because the real partitions of the data sets considered here are already known, the performances of CPSO-KM algorithm can be evaluated by comparing the resulting cluster with the real structures in terms of external criteria. A commonly used criteria is F-Measure.

Assuming that $S$ is a prespecified partition of data sets $D$, $C$ is the resulting clusters by applying the CPSO-KM algorithm.

1. $TP$ is the numbers of pairs of data points $(x_i, x_j)$, where $x_i, x_j \in C_m, x_i, x_j \in S_n, i \neq j$.
2. $FP$ is the numbers of pairs of data points $(x_i, x_j)$, where $x_i, x_j \in C_n, x_i, x_j \in S_m, i \neq j, n1 \neq n2$.
3. $TN$ is the numbers of pairs of data points $(x_i, x_j)$, where $x_i \in C_{m1}, x_j \in C_{m2}, x_i \in S_{m1}, x_j \in S_{m2}, i \neq j, m1 \neq m2, n1 \neq n2$.

4. $P$ and $R$ are the precision and recall of cluster $i$.

$$F-Measure = \frac{(\beta^2 + 1.0)(P \times R)}{(\beta^2 \times P) + R}, \quad P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}$$

In experiments, we set $\beta = 1.0$, which weights precision and recall equally. The performance comparison between CPSO-KM and other algorithms in terms of F-Measure is illustrated in Table II.

An interesting result is that all algorithms have most reliably achieved the minimal fitness and 1 F-Measure of SysSet1. It is shown that CPSO-KM attains better fitness than K-Means, PSO and CPSO. The CPSO-KM is also observed to obtain the smallest $SD$ of the fitness and F-Measure.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Mean fitness</th>
<th>Std Dev</th>
<th>F-Measure</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SynSet1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(N=150, C=3, D=2)$</td>
<td>48.4797</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>SynSet2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(N=400, C=4, D=3)$</td>
<td>1.8643E+04</td>
<td>2.8918</td>
<td>0.8882</td>
<td>0.0001</td>
</tr>
<tr>
<td><strong>Iris</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(N=150, C=3, D=4)$</td>
<td>92.2927</td>
<td>26.8443</td>
<td>0.8231</td>
<td>0.0121</td>
</tr>
<tr>
<td><strong>Haberman</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(N=306, C=2, D=3)$</td>
<td>3.0573E+04</td>
<td>56.8038</td>
<td>0.8481</td>
<td>0.0147</td>
</tr>
<tr>
<td><strong>Hayes-roth</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(N=132, C=3, D=4)$</td>
<td>288.2780</td>
<td>11.1871</td>
<td>0.6992</td>
<td>0.0486</td>
</tr>
</tbody>
</table>

TABLE II: Performance (fitness) and F-Measure comparison of CPSO-KM with other algorithms
Conclusion

In this paper, a CPSO-KM algorithm is proposed to solve the clustering problem, which is based on combination of the particle swarm optimization (PSO) and the K-Means algorithm. CPSO and K-Means are run sequentially and the cluster centers obtained by CPSO are the initial centers of the K-Means. The combination method solves the problem of sensitivity to the choice of initial cluster centers. The fitness experiments on three synthetic and four real data sets show that the CPSO-KM algorithm can obtain better performance than K-Means, PSO and CPSO. The experimental results also show that CPSO-KM can attain the better clusters than other algorithms in terms of F-Measure. Future work includes research into the application of the CPSO-KM algorithm to solve more demanding data sets with more complex structure, such as document clustering.
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