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Abstract  
This paper proposed a framework of segmenting multiple targets basing on multiple shape priors. The key novel idea in the proposed framework is the shape degeneration model. By breaking the balance between the competition regions adaptively, the proposed model can degenerate the region which is with low similarity with any of the shape priors, until this region completely disappears. Meanwhile the proposed model can also merge the regions that belong to a single object automatically, which is especially important when some of objects are in partial occlusion. Additionally, we presented two new models in the proposed framework. One is a new local model of active contour, which can segment image with intensity inhomogeneity correctly. The other is a generalized shape prior model, which extends the intrinsic alignment model, and can take extra affine parameters into account in the alignment process of shape priors. Experimental results show the validity of the proposed method.
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1. Introduction  
Segmentation is a key issue of imaging and vision, which aims at separating the image domain into regions with consistent properties. A vast amount of researches were performed during the past several decades toward complete automated solutions for general purpose of image segmentation. Variational techniques [2], statistical methods [12-15], combined approaches [6-11], curve-propagation techniques [1], and methods that perform non-parametric clustering [17-19] are some...
examples. In recent years the level set method has become a popular framework for image segmentation, which has been adapted to segment images based on numerous low-level criteria such as edge consistency, intensity homogeneity, texture information and motion information. More recently, it was proposed to integrate prior knowledge about the shape of expected objects into the level set framework [3-5, 10, 14].

1.1. Related works

In [14], Ballerini et al. suggested to represent a set of training shapes by their signed distance function sampled on a regular grid and to apply principal component analysis to this set of training vectors. Subsequently they enhanced a geodesic active contours segmentation process by adding a term to the evolution equation which draws the level set function toward the function which is most probable according to the learnt distribution. Rousson and Paragios [2] performed PCA to obtain a set of eigenvectors and subsequently reformulated the segmentation process to directly optimize the parameters associated with the first few deformation modes. Chan and Zhu [3] proposed to impose prior knowledge onto the segmenting contour extracted after each generation of the level set function. While this approach allows introducing shape information into the segmentation process, it is not entirely in the spirit of the level set scheme since the shape prior acts on the contour and is therefore not capable of modeling topological changes. Fussenegger et al. [4] and Dambreville et al. [5] imposed shape information into the variation formulation of the level set scheme, either by a model of local Gaussian fluctuations around a mean level set function or by global deformation modes along the lines of [7]. More recently, level set formulations were proposed to allow imposing dynamical shape priors and concepts of tracking, to apply shape knowledge selectively in certain image regions, or to impose multiple competing shape priors so as to simultaneously reconstruct several independent objects in a given image sequence [10].

1.2. Main issues

Basing on a suitable model without shape priors, one can get the result of unsupervised segmentation. And if introducing shape priors into the segmentation process, regions with the contour similar to one of the shape priors can be separated from the background. As shown in Fig.1, (a) is the segmentation result without shape priors, while (b) and (c) are the results with one special shape prior. Noticing that if two or more shape priors are used in this process, the result will be either (b) or (c), which is mainly determined by the initial position of the zero level set function. However, no matter with or without shape priors, it is hard to get the segmentation result just like Fig.1(d), which includes more than one region with the similar contour to the shape priors.

Fig. 1. Segmentation results: (a): segmentation without prior; (b) and (c): segmentation with priors; (d): segmentation basing on the proposed framework

Obviously the result of Fig.1(d) is very important, as there may be more than one region of interests (ROIs) in the image. And the main task of this paper is to present a framework to get multiple ROIs basing on multiple shape priors using level set method.

1.3. Contributions

This paper proposed a framework to segment multiple ROIs basing on multiple shape priors using level set method, which mainly consists of four steps: in the first step, a new local level set method is proposed to segment objects in the image. Then in the second step, the connected components labeling algorithm is used to tag the main regions of the results from step 1. In the third step, for each of the tagged region, a level set function will be generated, and then a novel shape degeneration model is proposed to exclude regions with
the contour dissimilar with any of shape priors. Finally in the last step, all level set method will be combined to get the multiple ROIs.

A key idea of the active contour is the region competition, which means that the contour is driven by the region forces between the inner and outer of the contour until balance. While the proposed shape degeneration in this paper bases on an inverse idea. By breaking the balance between competing regions adaptively, regions which are with low similarity with any of shape priors will be generated, until completely disappear. Meanwhile the proposed model will merge the regions that belong to one single object automatically, which is especially important when some of objects are in partial occlusion.

There are two additional new models presented in the proposed framework. The first is a new local model of active contour. It has been found that kernel active contour can yield better results on the image with intensity inhomogeneity. In [7], the kernel is a Gaussian with a scale parameter $\sigma$, while in [8] the kernel is a 0-1 characteristic function in term of a radius parameter $r$. As discussed in [7], a larger size kernel will yield a more stable result, while a smaller size kernel will yield a more accurate result but may stop in a local minimum. In this paper, we proposed a new local active contour with adaptive kernel, from the experimental results it can be seen that the proposed model can get more accurate and stable results than [7, 8]. The second is a general shape prior model. In [10], Cremers et al. proposed to use invariance moments to deal with the relative translation and scale between the shape priors and the objects in the image. In this paper, we extended the Cremers et al.’s idea and proposed a general intrinsic alignment model. This model can take extra affine parameters into account, with which the similarity between current contour and shape prior can be get easily.

### 2. Level Set Based Segmentation

Originally introduced in the community of computational physics as a means of propagating interfaces [1], the level set method has become a popular framework for image segmentation. The central idea is to implicitly represent a contour $C$ in the image plane $\Omega$ as the zero-level of an embedding function $\phi$:

$$C = \{ x \in \Omega \mid \phi(x) = 0 \}$$

Rather than directly evolving the contour $C$, one can evolve the level set function $\phi$. The two main advantages are that firstly it does not need to deal with control or mark points. And secondly, the embedded contour is free to undergo topological changes such as splitting and merging which makes is well-suited for the segmentation of multiple or multiply-connected objects. Mumford and Shah first proposed to minimize the following formula (Mumford-Shah, MS) to carry out image segmentation [2]:

$$F_{MS}(u, C) = \int_{\Omega} (u - I)^2 \, dx + \mu \int_{\Omega \setminus C} |\nabla u|^{2} \, dx + \nu |C|$$

where $I$ is the image, $|C|$ is the length of the contour. $u$ is the approximate image of $I$ and smooth element of each link segmented by contour $C$. In fact it is very difficult to minimize the MS formula, because the contour is unknown, and the function $F_{MS}(u, C)$ is non-convex. In order to address these issues, T. Chan and L. Vese proposed piecewise constant model (PC) and define the following function:

$$F^{CT}(C, c_1, c_2) = \mu \cdot |C|
+ \lambda_1 \int_{\text{outside}(C)} |I(x) - c_1| \, dx
+ \lambda_2 \int_{\text{outside}(C)} |I(x) - c_2| \, dx$$

where $c_1$ and $c_2$ are the mean densities of inside and outside of the contour. The optimal constants $c_1$ and $c_2$ that minimize the above energy are the averages of the intensities in the entire regions outside and inside of $C$. Such optimal constants $c_1$ and $c_2$ can be far away from the original image data if the intensities within outside or inside of $C$ are not homogeneous. They do not contain any local intensity information,
which is crucial for segmentation of images with intensity inhomogeneity. As a result, the PC model generally fails to segment images with intensity inhomogeneity. Later Li et al. [7] and Lankton et al. [8] proposed local active contour models, respectively, to address the issue. They used the kernel function to each pixel to collect local information around it. The only difference between the two models is the kernel function. In [7], a Gauss kernel was used while in [8] a characteristic function in term of a radius parameter was used.

3. Multi-ROIs Searching Basing on Multiple Shape Priors

The framework of the proposed method in this paper is shown in Fig.2, which includes four steps: level set evolution without shape priors, connected components labeling, shape degeneration, and results combination. In the rest of section we will discuss the process of the proposed framework step by step.

3.1. A new local model of active contour

A good energy formulation is the base of the entire segmentation work. In the first step of the proposed framework, segmentation is carried out without shape priors and the corresponding level set energy is shown as follows:

\[
E = E_{\text{region}} + \lambda_1 |C| + \lambda_2 E_{\text{regulation}}
\]  
(4)

The formula contains three items: \(E_{\text{region}}\) is the energy of the image, \(|C|\) is the length of zero level set and \(E_{\text{regulation}}\) is the regulation item [6] which is used to overcome the re-initiation issue. We simply give the formulas of \(|C|\) and \(E_{\text{regulation}}\) as follows:

\[
|C| = \int_{\Omega} \sqrt{\nabla H_s(\phi(x,y))} \, dx \, dy
\]  
(5)

\[
E_{\text{regulation}} = \int_{\Omega} \left( \nabla \phi(x) - 1 \right)^2 \, dx
\]  
(6)

where \(\nabla\) is the gradient, and \(H_s\) is the smoothed-Heaviside function:

\[
H_s = \frac{1}{2} \left[ 1 + \frac{2}{\pi} \arctan\left( \frac{x}{\varepsilon} \right) \right]
\]  
(7)

\(\varepsilon\) is a positive number.

Another key point in Eq.(4) is \(E_{\text{region}}\), which is the energy of the image. Firstly it is a local energy:

\[
E_{\text{region}} = \lambda_3 \int_{\Omega} K H(\phi(t,x,y))(I(x)-c_i)^2 \, dx
\]  
(8)

\[
+ \int_{\Omega} K \left(1 - H(\phi(t,x,y))\right)(I(x)-c_2)^2 \, dx
\]

where \(c_1\) and \(c_2\) are as follows:

\[
c_1(\phi) = \frac{\int_{\Omega} I(x,y) K H(\phi(t,x,y)) \, dx \, dy}{\int_{\Omega} K H(\phi(t,x,y)) \, dx \, dy}
\]  
(9)

\[
c_2(\phi) = \frac{\int_{\Omega} I(x,y) K \left(1 - H(\phi(t,x,y))\right) \, dx \, dy}{\int_{\Omega} K \left(1 - H(\phi(t,x,y))\right) \, dx \, dy}
\]  
(10)

In [7], the \(K\) is a Gaussian kernel with a scale parameter \(\sigma\), and in [8], the \(K\) is a 0-1 characteristic function in term of a radius parameter \(r\). Different with the above kernels, in this paper, we used the kernel shown as follows:

\[
K(P^0,P^1) = \begin{cases} 
1, & \|P^0 - P^1\| < \gamma \\
& \|P^0 - P^1\| < \gamma \\
0, & \text{otherwise}
\end{cases}
\]  
(11)

where \(P^0\) is the current point, \(P^1\) is the x-coordinate \(P^0\). \(P\) is a neighbor of \(P^0\), \(d\) is a positive constant, as discussed in [7][8], a larger size kernel will yield a more stable result, while a smaller size kernel will yield a more accurate result but may stop in a local minimum.

As we want to segment the object from the background, and it is reasonable to believe that the size of the kernel is related to the object’s size, in this paper, we choose:

\[
\gamma = \sqrt{\int_{\Omega} H(\phi(x,y)) \, dx \, dy}
\]  
(12)

The kernel used in this paper can be considered as the kernel in the [7] with unique weight or the kernel in the [8] with square shape. The advantage of Eq.(11) over
That in [7] and [8] is that it is with lower computation consumption and more convenient to implement in the level set evolution.

Only when the curve is nearly stable then the step 1 is finished. Now we define the stability of the curve using Eq. (13):

\[ \eta = 1 - \frac{\int_\Omega [(H(\phi_{j+a}) - H(\phi_j))^2] dx}{\int_\Omega [(H(\phi_{j+a}) + H(\phi_j))^2] dx} > \tau \]  

(13)

where \( \alpha \) and \( \tau \) are the positive numbers, \( \phi_j \) and \( \phi_{j+a} \) are the \( j \)-th and \( (j+a) \)-th generation of the level set function.

The meaning of Eq. (13) can be seen in Fig.3. Supposing region \( 1 \cup \text{region 3 is } H(\phi_j) \), and region \( 2 \cup \text{region 3 is } H(\phi_{j+a}) \). It is easy to find that \( \int_\Omega (H(\phi_{j+a}) - H(\phi_j))^2 dx = \text{region 1 } \cup \text{region 2} \), and \( \int_\Omega (H(\phi_{j+a}) + H(\phi_j))^2 dx = \text{region 1 } \cup \text{region 2 } \cup \text{region 3} \). If the difference between \( H(\phi_j) \) and \( H(\phi_{j+a}) \) is close to 0, then \( \int_\Omega (H(\phi_{j+a}) - H(\phi_j))^2 dx \) will be close to 0, and the same to \( \eta \). If there is no shared region between \( H(\phi_j) \) and \( H(\phi_{j+a}) \), then \( \eta \) will be 1. So \( \eta \) can be used to represent the similarity between \( H(\phi_j) \) and \( H(\phi_{j+a}) \), in other words, the stability of the evolving curve.

A example of the results of the proposed local active contour is shown in Fig.4, in which (a) is the result of CV model, (c) is the result of [7], (b) and (d) are the results of the proposed model. From Fig.4(b) it can be seen that our model can segment image with intensity inhomogeneity correctly, while CV model yields a wrong result. From Fig.4(c) and Fig.4(d) it can be seen that, as using an adaptive kernel size, our model can get a more accurate result than that of [7] when there are some sharp corners in the image.

### 3.2. Connected components labeling

After the segmentation process without shape priors, there will be several disconnected regions which need to be tagged. There exists several components labeling algorithm, and as it is not the key issue of the paper, we simply use the method proposed by He et al. [20]. But different from general labeling method, in the proposed framework, only the regions with the area bigger than a predefined threshold can be tagged. A sample of labeling result is shown in Fig.5. In this experiment the threshold is 5. Noticing that there is an unlabeled region near the region 1, as the area of the unlabeled region is smaller than the predefined threshold. After the labeling step, each tagged region generates a level set function as Eq. (14):

\[ \phi_\rho(x, y) = \begin{cases} 
-\rho, & (x, y) \in \Omega_0 - \delta \Omega_0 \\
0, & (x, y) \in \partial \Omega_0 \\
\rho, & (x, y) \in \Omega - \Omega_0 
\end{cases} \]  

(14)

where \( \rho \) is a positive number.
3.3. Shape degeneration

3.3.1. Shape energy

The core work of the step 3 is to degenerate regions with contour dissimilar to any of shape priors and deal with the situation that more than one region belong to a single objects, which is usually in occlusion. In order to introduce shape priors into level set, a novel shape energy \( E_{\text{shape}} \) is proposed, which is the sum of weighted kernel density estimation of the difference between the current shape and shape priors. \( E_{\text{shape}} \) can be written as Eq.(15):

\[
E_{\text{shape}} = \sum_{i=1}^{N} \alpha_i d(H(\phi),H(\phi_i)) \quad \text{(15)}
\]

where \( d(H(\phi),H(\phi_i)) \) is the distance between \( H(\phi) \) and \( H(\phi_i) \) in the kernel space, \( N \) is the number of shape priors, and \( \alpha_i \) is the shown as follows:

\[
\alpha_i = \exp\left(-\frac{1}{2\sigma^2} d(H(\phi),H(\phi_i))\right) \quad \text{(16)}
\]

In [10], it considered only the translation and scale which were calculated by the invariance moments. In this paper, we extend the idea of [10] and take the rotation into account. The translation \( T \), scale \( S \) and rotation angle \( \alpha \) are calculated as follows:

\[
S = \sum_x \sum_y H(\phi(x,y)) \quad \text{(17)}
\]

\[
T(x_c, y_c) = \left(\frac{m_{10}}{S}, \frac{m_{01}}{S}\right) \quad \text{(18)}
\]

\[
\alpha = \arctan\left(\frac{b}{a-c}\right)/2 \quad \text{(19)}
\]

where:

\[
m_{10} = \sum_x \sum_y xH(\phi(x,y)) \quad m_{01} = \sum_x \sum_y yH(\phi(x,y)) \quad \text{,}
\]

\[
m_{20} = \sum_x \sum_y x^2H(\phi(x,y)) \quad m_{02} = \sum_x \sum_y y^2H(\phi(x,y)) \quad \text{,}
\]

\[
m_{11} = \sum_x \sum_y xyH(\phi(x,y)) \quad a = m_{20}/S - x_c^2 \quad \text{,}
\]

\[
b = 2\left(\frac{m_{11}}{S} - x_c y_c\right) \quad \text{and} \quad c = \frac{m_{02}}{S} - y_c^2.
\]

3.3.2. Shape Degeneration

In order to degenerate the region with the shape dissimilar to any of shape priors, we can break the balance of region competition which can be considered as the reverse process of CV and some improved models [7,8]. To achieve this, the \( \lambda_3 \) in Eq.(4) is replaced by \( \phi \) as shown in Eq.(21). It is very important for the degeneration process. We also firstly give the formula of \( \phi \).

![Fig. 6. An example of the shape degeneration process](image-url)
where $\lambda_4$ and $\lambda_5$ are two positive numbers.

From Eq.(21) it can be seen that $\phi$ is related to $E_{\text{shape}}$ and in the range of 0 and $\lambda_4$. When $E_{\text{shape}}$ increases, the value of $\phi$ will decrease, and vice versa. Fig.6 gives an example of shape degeneration process.

According to region competition theory, if the outer’s push force is bigger than the inner’s, the curve will move to inner. When the stability of the level set function is bigger than $\tau$, then the contour will be...
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compared to shape priors. Noticing that the contour and all of shape priors will be regularized according Eq.(17) - Eq.(19). If the curve’s contour is similar to one of the shape prior, then the in Eq.(21) will be close to 1 and the level set function will evolve guided by the shape prior as shown in the Fig.1(c) and Fig.1 (d). But if the region’s contour is dissimilar to any of the shape prior, then the in Eq.(21) will be close to 0, will make the inner push force decrease immediately, then the contour will shrink until completely disappear, just like the process from Fig.6(a) to Fig.6(d). One except case is that the shrinking curve becomes similarly to one of the shape prior again accidentally. But as the basic idea of the model is region competition, if the region can keep alive, it must find a suitable location in the image area where both fits the region competition and the shape prior, or else it will disappear after several number of evolution steps.

3.4. Results combination

The last step is rather simple. Supposing the final level set of each region are donated by \( \phi_j \), where \( m \) is the number of tagged regions. Then in this step, we only need to do:

\[
\phi_f = H \left( \sum_{j=1}^{m} \phi_j \right)
\]

(22)

where \( \phi_f \) is the final result of level set.

When the object is in in partial occlusion and one or more parts of it are labeled, all of regions will evolve independently. If some of them survive and successfully segment the object correctly supervised by shape priors, in the step of results combination, they will be with the same zero level set function, that is why our method can merge the regions belong to a single object when it is in partial occlusion.

4. Experiments

In this section we will carry out a more complex but intuitionistic experiment. The basic image is synthetical and shown in Fig.7(a). The purpose is to segment several regions with the shape of rectangle and ellipse. The related parameter: \( \lambda_1 = 0.002 \times 255 \times 255, \lambda_2 = 1, \rho = 2, \sigma = 0.1, \lambda_3 = 0.5, \lambda_4 = 1, \tau = 0.95 \).

As shown in Fig.7(a). There are two rectangles, two ellipses and two half of ellipses in the image with intensity inhomogeneity. From Fig.7(a) to Fig.7(e) is the first step of the proposed algorithm. In Fig.7(c), regions with area bigger than 5 are labeled. The rests in Fig.(7) are the process of shape degeneration. It can be seen that the proposed framework can get the segmentation result with more than one shape priors, which is hard for other shape priors based segmentation process.

5. Conclusion and Future Works

Using a suitable model without shape priors, one can get the unsupervised segmentation results. And if introducing shape priors into the segmentation process, the object with the contour similar to the shape priors can be segmented. However, no matter with or without shape priors, it is hard to get the segmentation result with more than one shape priors. This paper proposed a framework of multi-object search basing on multi-shape priors. With this framework, one can get more than one object in the segmented regions whose contour is similar to some of the shape priors. However there are still some issues to be solved. For example, the proposed framework is made up of two independent steps which are connected by the components labeling step, and the stability of the level set is defined to determine when the first step is stopped. So how to integrate the two steps into a single mathematic framework is our next work.
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