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Abstract. Fruit fly optimization algorithm is a new swarm intelligent algorithm proposed in recent years and has been concerned for its few parameters and high computational efficiency. However, the application of the algorithm is limited for unstable optimization capability. To solve that question, an improved fruit fly optimization algorithm is proposed in this paper. Some factors affecting the performance of the algorithm are improved. The improved algorithm are proved by function optimization and applied to the analog circuit fault diagnosis.

Introduction

Swarm intelligent algorithm has distributed and self-organizing features naturally and is good at nonlinear problems solution. The common swarm intelligent algorithms such as GA [1], PSO [2], ant colony optimization [3] and fish swarm algorithm [4], are widely used to solve complex nonlinear problems like pattern recognition, image processing and machine learning.

Fruit fly optimization algorithm (FOA) is a new swarm intelligent algorithm proposed by Pan in recent years [5]. It is easy to understand and has simple computation [6,7]. However, the thought of FOA decides it has some certain shortcomings like unstable optimization capability and easy to fall into local optimization. The shortcomings limit the application of the algorithm.

To improve applicability of FOA, an improved fruit fly optimization algorithm (IFOA) is proposed in this paper. Two factors affecting the search capability were improved. The optimization capability of IFOA was verified by Branin function, and the algorithm was used to optimize the analog circuit fault diagnosis model.

The main structure of this article is as follows: The first section introduces the research motivation of this paper. The second section introduces the standard fruit fly optimization algorithm and IFOA is proposed and tested in the third section. The application of the algorithm was shown in the fourth section. The research conclusion could be found in the last section.

Standard Fruit Fly Optimization Algorithm

FOA search global optimization based on the food finding behavior of the fruit fly. The fruit fly can find food by smell in distance. After get close to the food location it can find the location of food and the company’s flocking by vision and fly towards that direction. The process is shown in Fig. 1.

![Figure 1 Food finding process of fruit fly swarm](image-url)
The steps of fruit fly algorithm are as follow.
1) Set the size of the fruit fly swarm and the initial location \((X_0, Y_0)\).
2) Give the direction and distance for the search of food to individual fruit fly randomly.
   \[ X_i = X_0 + \text{Random}, \quad Y_i = Y_0 + \text{Random} \]  
3) Calculate the distance to the origin \(D\) and the smell concentration judgment value \(S\) of each fruit fly.
   \[ D_i = \sqrt{X_i^2 + Y_i^2}, \quad S_i = \frac{1}{D_i} \]  
4) Find the smell concentration \(\text{Smell}_i\) of the individual location of the fruit fly by substituting of \(S\) into smell concentration judgment value function (or called fitness function).
   \[ \text{Smell}_i = \text{fitness}(S_i) \]  
5) Take the fruit fly location with maximal smell concentration among the fruit fly swarm as the optimal location. The fruit fly swarm will fly towards that location by vision.
6) Repeat the implementation of steps 2-5. If the smell concentration is superior to the previous iterative smell concentration, retain the new optimal location. Otherwise, retain the optimal location of the previous generation.

**Improved Fruit Fly Optimization Algorithm**

Initial location, population size and flight distance are main factors which affect the convergence speed of fruit fly algorithm.

Usually, the larger the population size, the algorithm converges faster and the initial location close to the optimization will beneficial to the search efficiency of the algorithm.

The flight distance of fruit fly has a significant effect on optimization capability. A large distance is conducive to jump out of local optimization, but reduce local search capability; a small distance may fall into local optimization, and reduce search efficiency. That makes a fixed flight distance difficult to adapt the entire optimization process. In addition, the different parameters usually have different sensitivity to the optimal value. The same flight distance is obviously not suitable for all the parameters.

Aiming to the above problems, an improved fruit fly algorithm with a given initial location and a variable flight distance is proposed in this paper. First, the random initial location of fruit fly swarm is replaced by a given initial location. For improves the search capability and efficiency of the algorithm, the parameter scope is searched by uniform design, and then the optimal value is selected from experimental results to be the initial location. Second, the fixed flight distance is replaced by a variable flight distance to reduce the effect of parameter sensitivity. Make the flight distance correlated with the smell concentration, take large flight distance at first to improve search speed and small flight distance to enhance local search capability.

**Initial Location Selection Based on Uniform Design.** Uniform design is a direct experimental design method in statistics, which follows the principle of uniform dispersion [8]. The key of the method is to make most of uniform points tested, and the aim is to get the good result using less test points. As an effective way to reduce the amount of experiments, it successfully used in industry, agriculture, medicine, food and other fields.

The test scheme designed by uniform design has a set of representative and well-distributed test points, and the relationship between factors and results can be reflected by a small amount of experiment. The number of experiments is reduced significantly. Uniform design is suitable for test analysis of complex systems with multi-level and multi-factor.
For IFOA, uniform design is used to search value scope to get the initial location of the fruit fly swarm. By giving an initial location with good value, search efficiency of the algorithm can be improved and the risk of falling into local optimization can be reduced.

**Variable Flight Distance.** As can be seen in Eq. 1, the flight distance is random. Let the interval of iterative step size is $[-r, r]$, express the random value as

$$
Random = 2r \cdot \text{rand()} - r
$$

which rand() is a pseudo-random number. Obviously, the flight distance of the fruit fly individual is controlled by the parameter $r$.

It is mentioned above that the flight distance of the fruit fly should be correlated with the parameters. From Eq. 2 and Eq. 3, there is

$$
-\frac{1}{S_j} \leq X_j \leq \frac{1}{S_j}, \quad -\frac{1}{S_j} \leq Y_j \leq \frac{1}{S_j}
$$

Simply, let

$$
r = k \cdot \frac{1}{S_j}
$$

and the random value scope is $[-k, k]$. 

For the more sensitive parameters, let $k$ small. On the contrary, let $k$ large.

In the search process, adjust the parameter $k$ according to the smell concentration $\text{Smell}_i$ and iteration times. Let

$$
k = \alpha \cdot k
$$

If the smell concentration $\text{Smell}_i$ unchanged after $n$ times, let $\alpha > 1$ to jump out of local optimal value. In the late of search process, let $0.5 < \alpha < 1$ to improve the local optimization capability.

The flowchart of IFOA is shown in Fig. 2.

![Flowchart of IFOA](image)

**Figure 2** The flowchart of IFOA
**Validation of IFOA.** Take Branim function as an example to verify the global optimization capability of IFOA, and compare with FOA.

Branim function is as follow.

$$f = \left( x_2 - \frac{5.1}{4 \pi^2} x_1^2 + \frac{5}{\pi} - 6 \right)^2 + 10 \left( 1 - \frac{1}{8 \pi} \right) \cos x_1 + 10$$  \hspace{1cm} (8)

which $-5 \leq x_1 \leq 10, 0 \leq x_2 \leq 15$. The minimal value is $f_{\text{min}} = 0.3979$.

The minimal value was searched by FOA and IFOA respectively. Let the size of fruit fly swarm was 20 and iteration times was 1000. The initial location of FOA was random and the flight distance was $[-1,1]$. The initial location of IFOA was determination by the experimental result of uniform design. Divided the search scope of $x_1$ and $x_2$ into 6 levels, and computed according to the test scheme $U_6^4(6^4)$. The experiment shown that the function has minimal value $f = 17.5524$ when $x_1 = 1$ and $x_2 = 3$. That point was considered as the initial location of the fruit fly swarm.

By analyzing Branim function, it can be found that $x_1$ affect the function value greatly, therefore, let $k_1 = 0.4, k_2 = 0.6$.

Run the experiment 30 times and put the average of optimal value (AOV) and the average of valid iterations (AVI) in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>AVO</th>
<th>AVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOA</td>
<td>0.7366</td>
<td>467</td>
</tr>
<tr>
<td>IFOA</td>
<td>0.3980</td>
<td>142</td>
</tr>
</tbody>
</table>

As is shown in Table 1, AOV of IFOA is closer to the optimal value of Branim function and has less iteration. IFOA is superior to FOA on optimization capability, convergence rate and stability. AOV of FOA is significantly higher than AOV of IFOA, which is because FOA trapped into local optimization once. Remove the local optimization, AOV of FOA rise to 0.3995. The experiment shows that the algorithm proposed in this paper is effective.

The optimization process of FOA and IFOA are illustrated respectively in Fig. 3 and Fig. 4.

Figure 3 Optimization process of Branim function based on FOA

The smell concentration $Smell$, (or known as function value) has significant change in Fig. 3, it is caused by the change of the parameter $k$.

It should be noted that the two improvements proposed in this paper are mainly for practical application. Although the search optimization of function can reflect the optimization capability of the algorithm, the application value of the algorithm is hard to reflect completely. Therefore, the SVM model optimization of analog circuit fault diagnosis is considered as an example to illustrate the application value of IFOA in next section.
Application of IFOA on Analog Circuit Fault Diagnosis

The importance of analog circuit fault diagnosis is increasing with the wide application of electronic equipment in aerospace, communication, energy, and daily life. SVM based on kernel method obtained widespread attention in analog circuit fault diagnosis, for it has excellent pattern classification capability and is suitable to solve the decision problem of limited samples.

The application value of method proposed in this article is illustrated by the soft fault diagnosis of Sallen-key band-pass filter circuit. The structure of the circuit is shown in Fig. 5.

![Figure 5 Sallen-key band-pass filter circuit](image)

It can be found that the change of capacitor $C_1$, $C_2$ and resistor $R_1$, $R_3$ have significant effect on the circuit output by sensitivity analysis. There are 8 kind of soft faults on condition that each of the above elements parameter is positive skew 50% and negative skew 50% relative to nominal value. Soft fault data sets were constructed on that basis.

Monte-Carlo simulation was done 200 times respectively on the circuit in each above case, and fault sample set constructed by efficient point sampling. 120 times simulation results were taken as training set, and the others were taken as test set.

Let the search scope of $\gamma$ is $[2^{-8}, 2^{-6}, 2^{-4}, \ldots, 2^{6}]$ and the search scope of $C$ is $[2^{-4}, 2^{-2}, 2^{0}, \ldots, 2^{10}]$. Constituted SVM based on Gaussian kernel and optimized the model parameters by IFOA.

First, divided the search scope of $\gamma$ and $C$ into 8 levels and computed according to the test scheme $U^*_8\left(8^8\right)$ to get the initial location of the fruit fly swarm.

Second, set the other parameters. The population size was 20 and the iteration number was 100. It can easily find that $\gamma$ is more sensitive, let $k = 0.4$. For insensitive parameter $C$, let $k = 0.8$.

The optimization process is shown in Fig. 6. The classification accuracy on training set is 88.98%, the classification accuracy on test set is 88.47% and training time is 142.92s.

It can be seen from the experimental results that IFOA can be applied to optimize the analog circuit fault diagnosis model effectively. The algorithm can be used to solve practical problems.
Conclusion

As a new intelligent algorithm, fruit fly optimization algorithm has the disadvantages of easy to fall into local optimization and poor practicability and still need to improve.

Aiming to the problem, an improved fruit fly optimization algorithm is proposed in this paper. The selection of the initial location and flight distance of the fruit fly swarm is improved for stronger optimization capability and faster convergence rate.

The effectiveness of IFOA is proved by searching the optimal value of Branin function. By comparing with FOA, IFOA shows better stability and faster search speed. Then, the method was used to solve analog circuit fault diagnosis model optimization problem, and the application value of IFOA is proved. The experimental results show that IFOA is an effective intelligent optimization algorithm; it has good optimization capability and extensive application prospect.
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