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Abstract. In this paper, we introduce the Auto-Annotation LDA models (aaLDA), a statistical model of non-labeled documents. This model generates the annotation of LDA automatically. We derive the annotation of LDA using a k-means method combined with a pre-processing of the corpus. In this paper, we use aaLDA models to categorize “zhongwenshilei” corpus, which is a famous Chinese corpus. Then we make a compare with the traditional LDA methods.

1. Introduction
With the Big Data Era coming, most information is stored as text format in the disk, such as emails, web pages and so on. There is a growing need to analyze large collections of electronic text. The document corpus is complexity, which leads to considering applying hierarchical statistical models based on topics. A topic usually represents an underlying semantic theme. And a document with a large number of words is considered as a combination of some topics. These topic models are powerful to describe a document collection, which facilitates tasks like searching, clustering, and browsing.

2. Related works
A famous topic model, latent Dirichlet allocation (LDA) [1], has been studied a lot by many scholars. The goal of LDA is to infer topics that maximize the likelihood (or the posterior probability) of the collection. As the model is complex, [1] used a variational inference method to solve the model. Instead of variational inference method, [2] proposed to use Gibbs Sampling method to estimate the posterior probability. As Gibbs Sampling is easy for programming and the results is similar to variational inference method, it has been widely used to solve such problems. To make the results better, [3] used annotation, which is known to be useful if the annotation is proper. In Gibbs Sampling, the annotation is a pre-assignment of some specific words to a specific topic. However, which words should be pre-assigned is an important issue. If we have read the corpus, we can annotate the words that can mostly describe a specific topic. But it needs lots of time and Manual labor. This paper proposed the Auto Annotation LDA model (aaLDA model) aiming to solve this problem. The aaLDA can annotate some words to specific topics automatically using a k-means cluster [4]. In the next part of this paper, we will introduce our aaLDA model, and we compare aaLDA model to LDA model in “zhongwenshilei” corpus. We find that aaLDA model can have 6% increase in NMI (Normalized Mutual Information) [5], [6] compared with LDA model.

3. Auto Annotation LDA models
Before introducing aaLDA model, we first introduce some definitions and notations. We use \( N \) to present the total number of unique words in the corpus \( D \). Our goal is to cluster the corpus \( D \) into \( k \) clusters. Under the LDA model, each document and response arises from the following generative process:

- Draw topic proportions \( \theta | \alpha \sim \text{Dir}(\alpha) \);
- For each word
  - Draw topic assignment \( z_n | \theta \sim \text{Mult}(\theta) \);
  - Draw word \( w_n | z_n, \beta_{1:k} \sim \text{Mult}(\beta_{zn}) \)
The graphical model representation of LDA is shown in figure 1. The LDA model has three levels. The parameters $\alpha$ and $\beta$ are corpus-level parameters, assumed to be sampled once in the process of generating a corpus. The variables $\theta_d$ are document-level variables, sampled once per document. Finally, the variables $z_{dn}$ and $w_{dn}$ are word-level variables and are sampled once for each word in each document.

In order to solve this model, [2] propose a Monte Carlo method, called Gibbs Sampling. This method uses Eq. 1 to assign words to topics, but with counts that are computed from the subset of the words seen so far rather than the full data. The chain is then run for a number of iterations, each time finding a new state by sampling each $z_i$ from the distribution specified by Eq. 1. Because the only information needed to apply Eq. 1 is the number of times a word is assigned to a topic and the number of times a topic occurs in a document, we can pre-assign the time of specified words to a specific topic in order to improve the performance of the clustering results. Our method uses Gibbs Sampling to solve LDA, so we can pre-assign the words that we got in the pre-processing step to specific topics.

$$P(z_i = j | z_{-i}, w) \propto \frac{n_{-i,j}^{(wi)} + \beta}{n_{-i,j} + \beta} \frac{n_{-i,j}^{(di)} + \alpha}{n_{-i,j} + \alpha}$$

(1)

Our aaLDA model is composed of three part, Fig.2. The first part is a pre-processing of corpus. In this step, we use a LDA to cluster corpus into a large number of topics. Here we clustering each document into 50 topics, which means we use 50 topics to present a document. After the first part, we got a matrix of T*N dimensions, which T represents the number of topics we used to present the document, and N means the number of the vocabulary size. In the second part, the matrix is processed with a k-means cluster, which will cluster the T topics we got in the previous step into k classes. Each class is a vector of N dimensions. Then we can get each cluster’s center point, which is represented as an N dimension vector. We use the top m words that have large weigh which means a large value in each dimension. The word we picked will be pre-assigned into the topic. In the third part, we use the annotated words and Gibbs Sampling to re-process the corpus. In our experiment, we set m as 10 and the annotated initial value is 1000.
4. Experiment

In order to test the aaLDA model, we used “zhongwenshilei” corpus, which is a famous Chinese news corpus that has been categorized into ten classes. Each class is represent as politics, environment, education, military, economic, culture, history, entertainment, and agriculture and computer science. We use JAVA to implement our algorithm. As described above, we use Gibbs Sampling to solve the LDA model. In aaLDA model, the first LDA pre-processing used 500 times burn-in, and 500 times sampling to make the Gibbs Sampling convergence. In the k-means part, we use cosine distance to measure the distance of each vector. In the third part, we use 500 times burn-in and 500 times sampling, the same as the settings in part one. To make the compare fair, we set the normal LDA 1000 times burn-in and 1000 times sampling, which is the same as the sum of burn-in times and sampling times in aaLDA. In our experiment, we measure the average NMI of the two models for 50 times each. The average NMI of aaLDA model is 0.73 while the average NMI of normal LDA is 0.67. See table 1.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>aaLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average NMI 50 times</td>
<td>0.67</td>
<td>0.73</td>
</tr>
</tbody>
</table>

The reason why aaLDA can work better than normal LDA is due to the proper annotation of the specific words to specific topics. Because k-means cluster can figure out the center point of each cluster, we use this feature to find out which proper words should be annotated. As the center point can be best to describe each cluster, we consider the words we pick to annotate is to be the best to describe the topic. Another reason may be that this method can make up the short comings of the LDA model, which may sampling a word having high tf-idf more times, especially if the word cannot present the topic properly. In this case, LDA may not performs well. Our method can well deal with this case, by using a k-means cluster to pre-assign the word that can describe the topics proper a higher initial value. We also have done some experiment to find out how many times of burn-in and sampling will performs better. We have tested some specific number of burn-in times and sampling times. We found 500 times burn-in and 500-times sampling is enough for our experiment. That is the reason we choose these numbers.

5. Conclusion

In this paper, we proposed auto annotation LDA model, which can clustering corpus better than a normal LDA. We use a k-means cluster to find out the words that will be annotated in the LDA cluster. Some reason why our approach can work better has been listed. We will take some further research in which kind of words to be annotated can make annotation LDA perform better. Some other corpus will be tested, such as a corpus written in the languages of English or German. Different kind of corpus may lead to different results. We hope to find a better way to find words to be annotated, and we hope to increase the NMI up to 0.80.
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