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Abstract

Well-known notions of equivalence such as trace equivalence and bisimulation have been used to compare workflow processes; they describe the equivalence of processes whose activities are identical in each step. Possessing exactly the same activity in each step is quite rigorous, and sometimes we may meet processes which fail to fit this condition but which have quite similar behavior. To characterize this kind of looser equivalences, we introduce an approximate version of trace equivalence and bisimulation in this paper.
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1. Introduction

Workflows (also known as workflow processes or business processes) are activities involving the coordinated execution of single activities (task or work-task) performed by different processing entities. In the last two decades, workflow system ability of providing an automated support to the management of business processes has increasingly become well recognized as a competitive factor for a company [1]. With rapid increases in application domains that use workflow management systems, a large number of workflow modeling languages such as Petri nets, process algebra, BPEL, and YAWL have been developed. Even in a given modeling language, it is often possible to define multiple models of the same workflow. Given the co-existence of different modeling languages and different models of a workflow, there is a need for some formal techniques that can be used to compare these process models.

In the literature, some well-known notions of equivalence such as trace equivalence [2], strong and weak bisimulations [3, 4], and branching bisimulation [3, 5] have been used to compare workflow processes. These equivalences aim to answer when two workflows are the same with respect to some criterion; for example, two workflows may be identical under trace equivalence but are different when considering stronger notions of equivalence such as bisimulation. It is worth noting that most equivalence notions provide a binary answer (i.e., two workflows are equivalent or not). It has been argued by Alves de Medeiros et al. [6]
that these exact equivalences seem too rigid since in real-life applications, one needs to differentiate between slightly different models and completely different models. As a result, they used the degree of similarity, a number between 0 and 1 to quantify the differences of two workflows. Notably, rather than directly comparing two workflows, the processes are compared with respect to some typical behaviors.

In concurrency theory, different process models that cannot be related by behavioral equivalences are typically compared through approximation of some equivalence, which usually gives rise to a quantitative notion of similarity (see, for example, [7, 8, 9, 10, 11]). In this paper, we pursue the approximate equivalence approach by introducing the notions of \( \lambda \)-approximate trace equivalence and \( \lambda \)-approximate bisimulation. Roughly speaking, the exact trace equivalence and bisimulation express the equivalence of workflow processes whose activities are identical in each step. The approximate versions try to compare two workflow processes which are more or less similar in the sense that whenever a process makes an activity the other one can make an activity different from but very similar to the activity the first process made. The smaller the value of \( \lambda \), the higher the degree to which the two workflow processes are equivalent.

2. Workflows

In this section, we introduce the notions of abstract workflow and concrete workflow, which are a slight extension of the ones in [3]. Like [3], we focus on the workflows abstracted at the level of control flow. Recall that in [3], the behavior of a workflow is described by a transition tree, which is a connected, rooted, edge-labeled, and directed graph without cycles. Since the transition tree having no cycles is unequal to dealing with iterative or arbitrarily long behavior, it is not capable of representing the behavior of replication operator in [13]. In light of this, we would like to describe the behavior of a workflow with a rooted labeled transition system, i.e., a rooted, connected, edge-labeled, and directed graph. Formally, we extend the corresponding definitions in [3] as follows.

**Definition 1.** An abstract workflow (or AW for short) is defined as a quadruple \((S, A, \rightarrow, s_0)\), where

1. \(S\) is a (possibly infinite) set of states.
2. \(A\) is a (possibly infinite) set of activity identifiers.
3. \(\rightarrow \subseteq S \times A \times S\) is a transition relation.
4. \(s_0\), a member of \(S\), is the initial state.

The activity identifiers in \(A\) such as “Check credit”, “Receive goods”, and “Get patient information”, provide the activities offered to the environment which may consist of users and applications that interact with the workflow system. As usual, we use the more intuitive notation \(s \xrightarrow{a} s'\) instead of \((s, a, s') \in \rightarrow\). Clearly, Definition 1 is independent of the language used to describe workflows.

As explained in [3], an abstract workflow abstracts from the data that is supplied by the external environment. Therefore, it is necessary to introduce the notion of concrete workflow, which takes this information into account by labeling the edges with a pair of activity identifier and externally supplied information.
Definition 2. A concrete workflow (or CW for short) is defined as a five-tuple 
\((S, A, I, \rightarrow, s_0)\), where

1. \(S\) is a (possibly infinite) set of states.
2. \(A\) is a (possibly infinite) set of activity identifiers.
3. \(I\) is a (possibly infinite) set of input data.
4. \(\rightarrow \subseteq S \times (A \times I) \times S\) is a transition relation.
5. \(s_0\), a member of \(S\), is the initial state.

The input data in \(I\) represent units of information that can be supplied by the environment of the system for the completion of an activity. Examples of such data are a simple boolean value such as for the activity “Check credit” or a complex data structure such as for the activity “Get patient information”. As before, we use the more intuitive notation \(s(a, i) s'\) instead of \((s, (a, i), s') \in \rightarrow\).

3. Exact equivalences

In this section, we recall the notions of exact trace equivalence and bisimulation. A reasonable first attempt at defining a behavioral equivalence for workflow processes might be to relate two system descriptions exactly when the rooted labeled transition systems for them have exactly the same traces (see, for example, [2]). Before formalizing these notions we first review some concepts from the theory of finite strings. If \(A\) is a set, then \(A^*\) consists of the set of (possibly empty) finite strings of elements of \(A\). We use \(\epsilon\) to represent the empty string. Let us define traces (cf. [3]) and trace equivalence as follows.

Definition 3. Let \(W = (S, A, \rightarrow, s_0)\) be an AW and \(s = a_1a_2\cdots a_n \in A^*\) be a string of activity identifiers. We say that \(\sigma\) is a trace of the AW if there are states \(s_1, s_2, \ldots, s_n\) such that \(s_{i-1} \xrightarrow{a_i} s_i\) for each \(1 \leq i \leq n\). Denote by \(T(W)\) the set of all traces of \(W\). Two AWs \(W_1\) and \(W_2\) are said to be trace equivalent, denoted \(W_1 \approx W_2\), if \(T(W_1) = T(W_2)\).

Unfortunately, as is often argued in concurrency theory, trace equivalence suffers from severe deficiencies for workflow processes due to non-determinism [3]. The trouble with trace equivalence and non-determinism is that even though two AWs have the same traces, they may go through inequivalent states in performing them. (This situation cannot occur in deterministic systems.) In particular, trace equivalent systems may have different deadlocking behavior. This observation suggests that an appropriate equivalence for workflow processes ought to have a recursive flavor: execution sequences for equivalent systems ought to “pass through” equivalent states. This intuition underlies the definition of bisimulation (cf. [3]).

Definition 4. Let \(W_i = (S_i, A, \rightarrow, s_{i0})\) be an AW, where \(i = 1, 2\). A relation \(R \subseteq S_1 \times S_2\) is called a bisimulation if for any \((s_1, s_2) \in R\) and \(a \in A\),

1. \(s_1 \xrightarrow{a} s'_1\) implies \(s_2 \xrightarrow{a} s'_2\) for some \(s'_2\) with \((s'_1, s'_2) \in R\);
2. \(s_2 \xrightarrow{a} s'_2\) implies \(s_1 \xrightarrow{a} s'_1\) for some \(s'_1\) with \((s'_1, s'_2) \in R\).

Bisimilarity, denoted \(\sim\), is the union of all bisimulations. Two states are called bisimilar if they are related by a bisimulation. Two AWs \(W_1\) and \(W_2\) are said to be bisimilar, denoted \(W_1 \sim W_2\), if their initial states are bisimilar.

Intuitively, if two workflows are bisimilar, then it is possible for each
to simulate, or “track”, the other’s behavior. More specifically, for a relation to be a bisimulation, related states must be able to “match” transitions of each other by moving to related states. Bisimulation has some pleasing properties. For example, two bisimilar workflows must have the same “deadlock potential”; \( \sim \) implies \( \approx \) and coincides with it if the rooted labeled transition systems for them are deterministic in the sense that every state has at most one outgoing transition per activity.

Remark 1. Definitions 3 and 4 for AWs can be directly applied to CWs by replacing label \( a \) with \( (a, i) \). We do not state them there due to the lack of space. Moreover, the results established in Sections 4 and 5 are also directly applicable to CWs, so we omit the corresponding results for CWs.

It should be pointed out that the exact trace equivalence and bisimulation are too rigid in the sense that they differentiate similar activities strictly. For instance, consider two CWs \( W_1 \) and \( W_2 \) that are nearly the same except for one activity: the former has the activity \( (a, i) \), while the latter has the activity \( (a, i') \). However similar their input data \( i \) and \( i' \), it always holds by definition that \( W_1 \not\approx W_2 \) and \( W_1 \not\sim W_2 \).

4. Approximate trace equivalence

Taking similarity of elements into account and using metric to describe the similarity are widely recognized in some fields of Computer Science such as metric semantics, process calculus, and pattern recognition (see, for example, [12] and the bibliographies therein). For our purpose, we would like to follow the approach proposed by the Cao and Ying in [12]. Let us start with some basic notions on metric space.

Definition 5. A \((1\text{-bounded})\) metric space is a pair \((X, d)\) consisting of a nonempty set \( X \) and a function \( d : X \times X \to [0, 1] \) which satisfies the following conditions:

\begin{align*}
\text{(M1)} & \quad d(x, y) = 0 \text{ if and only if } x = y, \\
\text{(M2)} & \quad d(x, y) = d(y, x) \text{ for all } x, y \in X, \text{ and} \\
\text{(M3)} & \quad d(x, z) \leq d(x, y) + d(y, z) \text{ for all } x, y, z \in X.
\end{align*}

The distance \( d(x, y) \) measures the similarity between \( x \) and \( y \). The less the distance, the more similar the two elements. It is well-known that for any nonempty set \( X \), we can define a metric \( d \), called discrete metric, on \( X \). Hence, every nonempty set can be viewed as a metric space.

Let \( (X, d) \) be a metric space, \( x_0 \in X \), and \( \lambda \in [0, 1] \). The set \( B(x_0, \lambda) = \{ x \in X : d(x_0, x) \leq \lambda \} \) is called the \( \lambda \)-ball about \( x_0 \); for a subset \( A \) of \( X \), by the \( \lambda \)-ball about \( A \) we mean that the set \( B(A, \lambda) = \bigcup_{x \in A} B(x, \lambda) \). We extend \( d \) to a pair \( x, A \), where \( x \in X \) and \( A \subseteq X \), by defining

\[ d(x, A) = \begin{cases} 
\inf_{a \in A} d(x, a), & \text{if } A \neq \emptyset \\
1, & \text{if } A = \emptyset.
\end{cases} \]

Further, the Hausdorff metric \( d_H(A, B) \) for a pair \( A, B \subseteq X \) is defined as 0 if \( A = B = \emptyset \), and otherwise \( \max\{\sup_{a \in A} d(a, B), \sup_{b \in B} d(b, A)\} \).

The Hausdorff metric is one of the common ways of measuring resemblance between two sets in a metric space; it satisfies (M2) and (M3) in Definition 5, but it does not satisfy (M1) in general.

Let \( W = (S, A, \rightarrow, s_0) \) be an AW and \( d \) be a metric on \( A \) which makes \( A \)
into a metric space. We extend naturally \(d\) to \(d'\) on \(A \cup \{e\}\) as follows:

\[
d'(a, b) = \begin{cases} 
  d(a, b), & \text{if } a, b \in A \\
  0, & \text{if } a = b = e \\
  1, & \text{otherwise.}
\end{cases}
\]

This makes \(A \cup \{e\}\) into a metric space.

We now endow \(A^\ast\) with the Baire metric induced by \(d'\). Let \(s = s_1s_2\cdots s_{l(s)}\) and \(t = t_1t_2\cdots t_{l(t)}\) be two activity strings in \(A^\ast\), and \(l(s, t) = \max\{l(s), l(t)\}\). If \(l(s) \neq l(t)\), say \(l(s) < l(t)\), we take \(s_i = e\) for each \(i > l(s)\). We then define

\[
d_H(s, t) = \sum_{i=1}^{l(s, t)} \frac{1}{2^i} d'(s_i, t_i).
\]

It is easy to verify that \(d_H\) does give rise to a metric on \(A^\ast\). As mentioned earlier, Hausdorff metric does not give rise to a metric space in general. However, if we consider the powerset \(P(A^\ast)\) of \(A^\ast\) with the Hausdorff metric induced by \(d_H\), it follows from Proposition 1 in [12] that \((P(A^\ast), d_H)\) is a metric space. Since \(T(W) \in P(A^\ast)\) for any workflow with the activity identifier \(A\), we may use \(d_H\) to measure the similarity of their trace sets. We can now introduce the key notion.

**Definition 6.** Let \(W_i = (S_i, A_1 \rightarrow \cdots \rightarrow s_{i0})\), \(i = 1, 2\), be an AW and \(d\) a metric on \(A\) which induces the Hausdorff metric \(d_H\) on \(P(A^\ast)\). Given \(\lambda \in [0, 1]\), we say that \(W_1\) and \(W_2\) are \(\lambda\)-approximate trace equivalent, denoted \(W_1 \approx_\lambda W_2\), if \(d_H(T(W_1), T(W_2)) \leq \lambda\).

Clearly, the less the value \(\lambda\), the more similar the trace sets of two workflows.

**Proposition 1.** Let \(W_i = (S_i, A_1 \rightarrow \cdots \rightarrow s_{i0})\), \(i = 1, 2, 3\), be an AW and \(d\) a metric on \(A\) which induces the Hausdorff metric \(d_H\) on \(P(A^\ast)\). Then we have the following.

1. \(W_1 \approx_0 W_2\) if and only if \(W_1 \approx W_2\).
2. \(W_1 \approx_\lambda W_2\) if and only if \(W_2 \approx_\lambda W_1\).
3. If \(W_1 \approx_\lambda W_2\), then \(W_1 \approx_{\lambda'} W_2\) for any \(\lambda' \geq \lambda\).
4. If \(W_1 \approx_\lambda W_2\) and \(W_2 \approx_\lambda W_3\), then \(W_1 \approx_{\lambda + \lambda'} W_3\).

Proof. It is easy by Definition 6 and the properties of metric space.

The assertion (1) in Proposition 1 shows us that \(\lambda\)-approximate trace equivalence is really a generalization of the exact trace equivalence.

**5. Approximate bisimulation**

In this section, following [10, 11] we introduce an approximate version of bisimulation for workflow processes. Like the above approximate trace equivalence, we assume that there is a metric \(d\) on the activity identifier set \(A\) of an AW.

**Definition 7.** Let \(W_i = (S_i, A_1 \rightarrow \cdots \rightarrow s_{i0})\) be an AW, where \(i = 1, 2\), and let \(d\) be a metric on \(A\). Given \(\lambda \in [0, 1]\), a relation \(R \subseteq S_1 \times S_2\) is called a \(\lambda\)-approximate bisimulation if for any \((s_1, s_2) \in R\) and \(a \in A\),

1. \(s_1 \xrightarrow{a} s_1'\) implies \(s_2 \xrightarrow{b} s_2'\) for some \(s_2'\) such that \((s_1', s_2') \in R\) and \(d(a, b) \leq \lambda\);
2. \(s_2 \xrightarrow{a} s_2'\) implies \(s_1 \xrightarrow{b} s_1'\) for some \(s_1'\) such that \((s_1', s_2') \in R\) and \(d(a, b) \leq \lambda\).

Two states are called \(\lambda\)-approximately bisimilar if they are related by a \(\lambda\)-approximate bisimulation. Two AWs \(W_1\) and \(W_2\) are said to be \(\lambda\)-approximately bisimilar, denoted \(W_1 \sim_\lambda W_2\), if their initial states \(s_{10}\) and \(s_{20}\) are \(\lambda\)-approximately bisimilar.
Intuitively, if two workflows are $\lambda$-approximately bisimilar, then it is possible for each to approximately simulate, or “track”, the other’s behavior. It should be pointed out that the smaller the value of $\lambda$, the higher the degree to which $R$ is a bisimulation.

The following fact indicates that the class of $\lambda$-approximate bisimulations is closed under arbitrary unions. In this way, we can get the largest $\lambda$-approximate bisimulation.

**Proposition 2.** If $R_i$ is a $\lambda_i$-approximate bisimulation for any $i \in I$, then $\bigcup_{i \in I} R_i$ is a $\sup \{\lambda_i : i \in I\}$-approximate bisimulation. In particular, if every $R_i$ is a $\lambda$-approximate bisimulation, then so is $\bigcup_{i \in I} R_i$.

**Proof.** It is straightforward from Definition 7.\qed

Similar to Proposition 1, $\lambda$-approximate bisimulations have the following properties.

**Proposition 3.** Let $W_i = (S_i, A, \rightarrow_{s_{i0}}, s_{i0})$, $i = 1, 2, 3$, be an AW and $d$ be a metric on $A$. Then we have the following.

1. $W_1 \sim_0 W_2$ if and only if $W_1 \sim_{\lambda} W_2$.
2. $W_1 \sim_{\lambda} W_2$ if and only if $W_2 \sim_{\lambda} W_1$.
3. If $W_1 \sim_{\lambda} W_2$, then $W_1 \sim_{\lambda'} W_2$ for any $\lambda' \geq \lambda$.
4. If $W_1 \sim_{\lambda} W_2$ and $W_2 \sim_{\lambda} W_3$, then $W_1 \sim_{\lambda + \lambda'} W_3$.

**Proof.** It is also easy by Definition 7 and the properties of metric space.\qed

The assertion (1) in Proposition 3 shows that $\lambda$-approximate bisimulation has the standard bisimulation as a specific case. Not only that, the notion of instance relation proposed in [3] can also be considered as a $\lambda$-approximate bisimulation. To see this, let us recall the notion of instance relation from [3].

**Definition 8.** An instance relation between an AW $(S_1, A, \rightarrow_{s_{10}}, s_{10})$ and a CW $(S_2, A \times I, \rightarrow_{s_{20}}, s_{20})$ is a relation $H \subseteq S_1 \times S_2$ such that $(s_{10}, s_{20}) \in H$ and for any $(s_1, s_2) \in H$,

1. if $s_1 \xrightarrow{a} s'_1$ then $s_2 \xrightarrow{(a,i)} s'_2$ for some $s'_2$ with $(s'_1, s'_2) \in H$;
2. if $s_2 \xrightarrow{(a,i)} s'_2$ then $s_1 \xrightarrow{a} s'_1$ for some $s'_1$ with $(s'_1, s'_2) \in H$.

In order to view an instance relation as a $\lambda$-approximate bisimulation, let us specify a metric $d$ on $A \cup (A \times I)$ as follows. Given $\lambda_0 \in (0, 1)$, for any $(x, y) \in A \cup (A \times I)$, define

$$d_0(x, y) = \begin{cases} 0, & \text{if } x = y \\ \lambda_0, & \text{if } x = a \text{ and } y = (a, i), \text{ and vice versa} \\ \lambda_0, & \text{if } x = (a, i), y = (a, j), i \neq j \\ 1, & \text{otherwise.} \end{cases}$$

There is no difficulty to verify that $d_0$ is a metric on $A \cup (A \times I)$. As a result, we get immediately the following observation.

**Proposition 4.** Let $H$ be an instance relation between an AW $(S_1, A, \rightarrow_{s_{10}}, s_{10})$ and a CW $(S_2, A \times I, \rightarrow_{s_{20}}, s_{20})$. Then $H$ is a $\lambda_0$-approximate bisimulation for any $\lambda_0 \in (0, 1)$.
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