A Specific Combination Scheme for Communication Modulation Recognition Based on the Bees Algorithm
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Abstract—For the modulation recognition of the wireless communication signal, when extracting Eigenvalues, it is necessary to improve modulation recognition rate in order to achieve the optimized effect. In this article, combination eigenvalue module of the signal is extracted by applying bee colony algorithm and automatic recognition of the communication signal is achieved through the classifier which has multi-layer sensor neural network. The simulation results show that the proposed algorithm in this paper can result the communication signal modulation recognition rate is higher than the corresponding rate in using the conventional method under the conditions that the number of neurons is only 20 in the hidden layers, and the system is easy to realize, it has wide application prospect in signal recognition.
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I. INTRODUCTION

Automatic recognition of the communication signal is the basic of the software-defined ratio, cognitive ratio, spectrum sensing and other fields. It is widely used in military use and civilian use[1-2].

In the automatic recognition of the communication signal, the extract of the eigenvalues is significant. The current common way of extracting eigenvalues mainly include extracting eigenvalues in the frequency domain and time-domain respectively, analyzing high-order original moment, spectral correlation, cyclic spectral correlation, power spectrum, constellation diagram, kurtosis of the signal and other parameters; wavelet transform etc[3-5]. In order to improve recognition rate, simultaneous extract multiple eigenvalues and achieved interclass and outside the class recognition by trying different ways, which are introduced in the recent related journal in both domestic and aboard [6-7] and the effect of the work is also impressive. However, how to constantly innovative based on the current ways and improve modulation recognition rate are still challenging research topic.

Therefore, at the same time of extracting multiple eigenvalues, in order to obtain the optimization effect, bees algorithm (BA) was introduced in this article and these time-domain eigenvalues, frequency domain eigenvalues, high-order original moment, high-order cumulant and their various numbers of combination as combination eigenvalue module are extracted, on this foundation through neural network classifier achieved signal automatic recognition and achieved good results.

II. COMBINATION EIGENVALUE MODULE

The combination eigenvalue module extraction by BA includes $\gamma_{\text{max}}$, $\sigma_{\text{of}}$, $\sigma_{\text{op}}$, high-order original moment, high-order cumulant and their various numbers of combination. When intercepting the signal, $\gamma_{\text{max}}$ is the maximum of the center the instantaneous amplitude power spectrum density, $\sigma_{\text{of}}$ is the standard deviation of the normalized instantaneous frequency absolute value and $\sigma_{\text{op}}$ is the standard deviation of the normalized instantaneous phase nonlinear component absolute value in the period of not weak signals.

A. High-order original moment

A random variable $s$ in the $i$ order original moment can be defined as:

$$\mu_i = \int_{-\infty}^{\infty} (s - m)^i f(s) ds \quad (1)$$

$m$ is mean value of random variable so the $i$ order original moment when the length is $N$ can be presented as:
\[ \mu_i = \sum_{k=1}^{N} (s_k - m)^i f(s_k) ds \]

If mean value of signal is 0, the \( i \) order original moment when the length is \( N \) can be presented as:

\[ \mu_i = \sum_{k=1}^{N} s_k^i f(s_k) ds \quad (2) \]

The autocorrelative original moment of random variable \( s \) is defined as:

\[ M_{pq} = E[s^{p-q}(s^*)^q] \quad (3) \]

\( P \) is the order of original moment, \( s^* \) is the complex conjugate of random variable \( s \). Set 0 mean value baseband sequence as: \( s_k = a_k + jb_k \). According to the definition of autocorrelative original moment with different orders, the original moment with different orders can be calculated as:

\[ M_{aq} = E[s^a(s^*)^q] = a^q + 10a^{q-1}b + 16a^q - 16a^{q-1}b + 24a^q - 12a^{q-1}b + b^q \quad (4) \]

Among (4), these higher order original moment eigenvalues of 2PSK, 16QAM, 64QAM which are applied in simulation experiment are shown in table 1

<table>
<thead>
<tr>
<th>TABLE I. EIGENVALUES OF HIGHER ORDER ORIGIN MOMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>eigenvalues</td>
</tr>
<tr>
<td>2PSK</td>
</tr>
<tr>
<td>16QAM</td>
</tr>
<tr>
<td>64QAM</td>
</tr>
</tbody>
</table>

### B. High-order cumulant

The random variable \( s \) under condition that the mean value is set as 0, the eigenfunction is \( \hat{f}(t) \), expand it as the Taylor Series and is represented as:

\[ \log \hat{f}(t) = k_i(\pi t) + \ldots + \frac{k_i(\pi t)^r}{r!} + \ldots \quad (5) \]

Among (5), \( K_i \) is called the cumulant of the random variable \( s \). The formula under the \( P \) order cumulant is similar to the formula under the \( P \) order original moment, and they are showed as:

\[ C_{pq} = \text{Cum}[s,...,s,s^*,...,s^*] \quad (6) \]

Among (6), \( s,...s \) has \( p - q \) number, \( s^*,...,s^* \) has \( q \) number. For example:

\[ C_{84} = \text{Cum} = (s,s,s,s,s^*,s^*,s^*,s^*) \]

The cumulant under the \( n \) order is the function of the original moment whose order accumulates to \( n \). According to the definition of accumulates, this original moment can be showed as:

\[ M[s_1,\ldots,s_n] = \sum_{v=0}^{n} \text{Cum}(s_j)_{j=v} \cdots \text{Cum}(s_j)_{j=v} \quad (7) \]

According to the definition of the original moment, the cumulant can also be showed as:

\[ \text{Cum}[s_1,\cdots,s_n] = \sum_{v=0}^{n} (-1)^{q-1}(q-1)! \times E[\prod_{j=v}^{n} s_j] \cdot E[\prod_{j=1}^{v} s_j] \quad (8) \]

Among (8), each component \( v = (v_1,\cdots,v_q) \) related to the index \((1,2,\ldots,n)\) is accumulated. If the high order cumulant under the order 2, order 4, order 6, order 8 can be calculated respectively, 14 types of high-order cumulant including \( C_{20}, C_{21}, C_{40}, C_{41}, C_{42}, C_{45}, C_{60}, C_{61}, C_{65}, C_{66}, C_{67}, C_{68}, C_{69}, C_{80}, C_{81}, C_{82}, C_{83}, C_{84} \) are regarded as the characteristic of the signal [12-13]. Three input signal higher order cumulant eigenvalues of 2PSK, 16QAM, 64QAM which are applied in simulation experiment are shown in table 2

| TABLE II. EIGENVALUES OF HIGHER ORDER CUMULANT |
|-----------------|-----------------|-----------------|
| eigenvalues     | \( C_{q1} \)    | \( C_{q2} \)    | \( C_{q3} \)    |
| 2PSK            | 16              | -244            | -244            |
| 16QAM           | 2.08            | -13.99          | 17.38           |
| 64QAM           | 1.797           | -11.5           | 0               |

### III. THE EXTRACTION OF COMBINATION EIGENVALUE MODULE THROUGH BA

The principle of extracting the combination eigenvalue through BA is based on the model of bee colony’s nature secret behavior. The optimal solution can be found through the implementation of global search strategy and the algorithm of the strategy of the local neighborhood search. The principle is:

The first process is random initialization. \( n \) worker bees reconnoiter and the worker bees will search continuously for the whole solution space in this algorithm. Therefore, the updated formula is:

\[ x_i = \min + \text{rand}(0,1)(\max - \min) \quad (9) \]

Among (9), \( \min \) is the next value of solution space and \( \max \) is the previous value of the solution space.

In the iterative process of finding the optimal solution, \( m \) better worker bees are firstly selected. After the selection, these better worker bees in the flowers should be reinforced respectively. The worker bees reinforced will be generated by the following formula:

\[ v = (x_i - ngh) + 2 \times ngh \times \text{rand}(0,1) \quad (10) \]

Among (10), \( ngh \) is the radius of flowers. Selecting the best worker bees \( v_{best} \) in these worker bees reinforced. If \( v_{best} \) is better than current worker bees \( x_j, x_j \) will be replaced by \( v_{best} \).

After each iteration, \( m \) most optimal worker bees are retained and other \( n - m \) worse worker bees are updated iterated based on (9). Only when a satisfactory
The combination eigenvalue module is obtained (also called the extraction of the satisfactory combination eigenvalue module), the optimization process finish. Otherwise, return, continuously iterated, and update so as to find the optimal combination eigenvalue module[14]. For three kinds of modulating signal of 2PSK, 16QAM, 64QAM which are applied in simulation experiment, corresponding parameter values of combination eigenvalue module extraction by BA are shown in table 3.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>e</th>
<th>ngh</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>8</td>
<td>2</td>
<td>0.1</td>
<td>4</td>
<td>15</td>
</tr>
</tbody>
</table>

### IV. MLP NEURAL NETWORK CLASSIFIER BASED ON BP ALGORITHM

#### A. MLP neural Network Classifier

There are different types of MLP neural network classifier. Take feedforward for example, it is composed of input layer, hidden layer and output layer. In the input layer, each input in the input layer is fed to the hidden layer. Then output of each cell in the hidden layer is connected to each neural cell of its next layer called output layer. As a feedforward network, it generally can have any number of hidden layers[15].

But when dealing with most of the problem, a hidden layer is usually enough. In addition, the number of the cellular network can also be completely arbitrary and each layer can actually have any number of nerve cells, which is completely based on the complexity of the problem to be solved. But if more nerve cells is, lower the network speed is. Therefore, the scale of the network is always required to keep as small as possible[16].

#### B. BP Algorithm used in classifier

Error back-propagation algorithm(BP algorithm), as the BP algorithm has significant advantages such as simple, easy, strong parallelism and needs small amount of calculation, it is one of the most mature training algorithm which is applied in the current MLP neural network training. The basic idea of BP algorithm is the learning process consists of signal forward propagation and error back propagation. Meanwhile, through the output error back propagation, the error can be divided into all units in each layer so as to obtain the error signal of each unit and fix the weights of each unit. Then the rule of the weight change in the BP algorithm is:

\[ x_{ij}(t+1) = x_{ij}(t) + a_{ij} g_j(t) \]  \hspace{1cm} (11)

Among (11), \( x_{ij}(t) \) represents the weight of cells from \( i \) to \( j \) at time \( t \). \( x_{ij}(t+1) \) represents the weight of cells from \( i \) to \( j \) at time \( t+1 \). \( g_j(t) \) represents the weight change gradient of cells from \( i \) to \( j \) at time \( t \). \( a_{ij} \) represents the learning rate of cells from \( i \) to \( j \).

### V. THE MODULATING RECOGNITION SIMULATION OF THE SYSTEM AND THE ANALYSIS OF ITS PERFORMANCE

The system adopts BA algorithm. Different number of combination eigenvalue module is extracted through the most optimized solution and then they are sent to the classifier as afferent characteristic parameter vector of MLP neural network. Then MLP classifier is executed learning and training through BP algorithm training, which achieves the modulating recognition of three modulating signal (2PSK, 16QAM and 64QAM).

The condition of simulation parameters are using random sequence as a modulation signal while keeping symbol rate \( R_s = 12 \text{kb/s} \) and the carrier frequency of 2PSK, 16QAM, 64QAM for modulation identification signal is 200kHz: three-layer feed forward network is applied in neural network; the number of hidden layer neurons is 20 and the transfer function among input layer, hidden layer and output layer is hyperbolic tangent s-shape function because there are three kinds of types modulation signal to be identified; Mean square error is \( 10^{-5} \), white gaussian noise channel, SNR is \(-4\text{dB} - 12\text{dB} \), training sample for 2000.

Different number of combination eigenvalue module is extracted by applying BA so as to conducting the most optimized process. Three combination eigenvalue module is respectively \((\gamma_{\text{max}}, \sigma_0, \sigma_\text{op}, M_4, C_6)(\text{five eigenvalues}), (\gamma_{\text{max}}, \sigma_0, \sigma_\text{op}, M_4, M_8, C_6, C_8)(\text{seven eigenvalues}), \) and \((\gamma_{\text{max}}, \sigma_0, \sigma_\text{op}, M_4, M_8, M_{68}, C_6, C_8, C_{80})(\text{nine eigenvalues}).\) After MLP classifier is conducted training and learning through the BP algorithm, the modulation recognition of the afferent 2PSK, 16QAM and 64QAM is conducted and the result of simulation is shown in the Fig.1-3.
The conventional method shown in Fig.1-3 means the extracted combination eigenvalue module of the signals which are to be recognized is sent to the MLP neural network classifier which is based on BP algorithm and is trained directly, so as to achieve modulation recognition of three kinds of the input signals. From Fig.1-3, comparing modulation recognition of three modulated signal including 2PSK, 16QAM, AND 64QAM by the conventional method with applying BA mentioned in this paper, the results show that the average recognition is much smaller, especially under the condition that the signal-to-noise ratio is low. In addition, by comparing with the Fig.1-3, it is obvious to find out the more eigenvalues which is included in the extracted combination eigenvalue module, the lower error probability in recognizing, especially under low signal-to-noise ratio (less than 0 dB). When the number of the eigenvalues in the combination eigenvalue module can reach a certain extent, such as more than 7, the system modulation recognition rate begin increasing slightly. Therefore, it can be predicted that the recognition rate will no longer improve when the number of combination of characteristic values reach a certain degree because the optimization of the extracted combination eigenvalue module through BA has reached the limiting condition.

VI. CONCLUSION

The extraction based on the BA in this paper is combination eigenvalue module which is composed of $\gamma_{\text{max}} \cdot \sigma_{\text{of}} \cdot \sigma_{\text{op}}$ and different number of higher-order cumulants,origin moment. Then based on it, BP algorithm is used to train MLP neural network classifier to achieve the modulation recognition of communication signal while being compared with the conventional methods. The simulation results show that the proposed algorithm in this paper can result the communication signal modulation recognition rate is higher than the corresponding rate in using the conventional method. Three kinds of wireless communication signals modulation recognition rates on average will be higher than 90% under the condition that the number of the neurons is only 20 in the hidden layers and the signal to noise ratio is 6dB.
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