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Abstract. An adaptive backstepping neural network position controller design is presented for the electro-hydraulic servo system with mismatched uncertainties. By applying backstepping design strategy and online approaching uncertainties with RBF neural networks, a nonlinear controller for a hydraulic servo-system is developed based on Lyapunov stability theory. An adaptation law is also proposed to deal with uncertainties in hydraulic parameters. Theoretical analyses are provided to show the effectiveness of the proposed method.

Introduction

The electro-hydraulic servo systems provide many advantages over electric motors, including high durability and the ability to produce large force at high speeds. However, it is well known that they exhibit a significant nonlinear behavior. Nonlinear flow-pressure characteristics, variation in the trapped fluid volume due to piston motion, besides there may be other uncertain factors such as the parameters uncertainty, the unmodeled input dynamics and the external disturbance etc., the factors contributing to this mismatched nonlinear. The problem that external disturbance and parameter changes can cause the property decline of control system must be seriously considered when designing controller. In order to improve the control performance, many people have investigated widely and some results have been achieved [1].

In 1991, Kokotovic and his colleagues presented the theory of backstepping. As a nonlinear control method, it has aroused much attention of many scholars. It is an effective measure to solve the robust control of the mismatched and uncertainties system[4]. It has been extensively applied in industry control fields, such as aerospace, robot, hydraulic control, motor control etc.[2-4], applying backstepping technology in all kinds of servo system is one of hot topics of the present servo control study.

In this paper, we present an adaptive neural network method in servo controller design to increase system’s robustness. The RBF neural network is used to approach uncertainties, and nonlinear tracking differentiator is introduced to deal with the problem of extreme expanded operation quantity of backstepping method. The paper gives the stability proof of the controller by Lyapunov theory.

Description of the Plant

Without loss of generality, consider an uncertain strict-feedback nonlinear system expressed by the following equations

\[
\begin{align*}
\dot{x}_i &= f_i(X) + g_i(X)x_{i-1} + \Delta_i(X,i,t) & (1 \leq i < n) \\
\dot{x}_n &= f_n(X) + g_n(X)u + \Delta_n(X,u,t) \\
y &= x_1
\end{align*}
\]

(1)

Where, \(u, y \in \mathbb{R}\) are the control input and output respectively, \(X = [x_1, x_2, \cdots, x_n]^T \in \mathbb{R}^n\) is the state vector, \(X_i = [x_1, x_2, \cdots, x_i]^T \in \mathbb{R}^i\). \(f_i(X)\) and \(g_i(X)\) are known smooth function, \(1 \leq i \leq n\), \(g_i(X_i)^{-1}\) exists in the whole definition domain, \(\Delta_i\) denotes the mismatched uncertainties, including the external load disturbance and parameter uncertainty. If the nonlinear system doesn’t possess strict-feedback form, the feedback terms which block the plant to be translated into strict-feedback
form can be regard as the uncertainties.

**Assumption 1:** $|\Delta| \leq D(X), \forall t \geq 0, D(X)$ is nonnegative smooth nonlinear function.

**Assumption 2:** For a real continuous function $f: \mathbb{R} \to \mathbb{R}$, $\Omega$ is a compact subset of $\mathbb{R}$. For any $\varepsilon > 0$, there always exists the Gauss function vector $h \in \mathbb{R}^{m}$ and the optimum weight vector $w \in \mathbb{R}^{n}$, which fulfills following equation

$$\Delta = w^T h(X) + \varepsilon \tag{2}$$

Where, the Gauss function $h = \exp(-0.5|X - c|^2/b_j^2), (i=1,2,...,n; j=1,2,...,l), X \in \mathbb{R}^{m}$ is reference input vector; $l$ is the number of hidden nodes, $c \in \mathbb{R}^{m}$ is the center matrix, $b \in \mathbb{R}^{l}$ is the width vector, $\varepsilon$ is the approximation error. Define $\hat{w}$ as estimate value of $w$, then the weight estimate error is $\hat{w} = \hat{w} - w$.

The control aim is to eliminate the effect of unexpected factors, and let the system output $y = x_1$ can track the desired control output $x_d$.

**Adaptive Neural Network Controller Design**

The Backstepping design, which aiming at the mismatch uncertainties system, is a kind of systematic synthetic technique to controller. It is a recursive procedure that combines the choice of a Lyapunov function with the design of feedback control. The Backstepping design technique starts from the differential equation in its smallest order of the system, it introduces the concept of virtual control and designs the satisfied virtual control step by step, and the real controller can be gotten in the end.

Define the state variable $Z_i$

$$Z_i = [z_i, \cdots, z_i], \quad z_i = x_i - a_{i-1}, \quad (1 \leq i \leq n), \quad a_0 = x_d \tag{3}$$

Where $a_i$ is the fictitious controlling value of all orders, and defined by

$$a_i = g_{\varepsilon}^{-1}(X)[-f_i(X) + \hat{a}_{i-1} - z_{i-1}g_{\varepsilon}(X_{i-1}) - k_i z_i - \hat{w}_i^T h_i - \delta_{i+1} sgn(z_i)] \quad (1 \leq i \leq n-1) \tag{4}$$

Where $\hat{a}_{i-1}$ is the output of nonlinear tracking differentiator whose input is $a_{i-1}$. The aim of introducing the nonlinear tracking differentiator is, by substituting $\hat{a}_{i-1}$ for $a_{i-1}$, to deal with the problem of extreme expanded operation quantity of computing $a_{i-1}$ with the elevation of system order. Denote $e_{i-1} = \hat{a}_{i-1} - a_{i-1}$, where $\hat{a}_0 = \hat{a}_0 = \hat{x}_d$, $k_i > 0$ and $\delta_{i+1} \geq |\varepsilon_i + e_{i-1}|$ are the design parameters.

Choose the backstepping control law as

$$u = g_{\varepsilon}^{-1}(X)[-f_i(X) + \hat{a}_{i-1} - z_{i-1}g_{\varepsilon}(X_{i-1}) - k_i z_i - \hat{w}_i^T h_i - \delta_{i+1} sgn(z_i)] \tag{5}$$

Define the parameters of neural networks control law as

$$\hat{w}_i = \Gamma_i h_i z_i, \quad (1 \leq i \leq n) \tag{6}$$

Where $\Gamma_i > 0$ is matrix of error weight.

Choose the Lyapunov function as

$$V_i(Z_i) = \sum_{j=1}^{i} \frac{1}{2} z_j^2 + \sum_{j=1}^{i} \frac{1}{2} tr[\hat{w}_j^T \Gamma_j^{-1} \hat{w}_j] \tag{7}$$

**Lemma 1:** For the uncertainties system described as Eq. (1), the RBF neural networks (2) is used to online approaching the system uncertainties, and its parameters adaptive law is (6), (4) and (5) are the fictitious control input and control law respectively, if $\delta_{i+1} > |\varepsilon_i + e_{i-1}|$ is satisfied, then the system output can asymptotically track the desired control output.

**Proof:**

**Step 1** if $i=1$, and $a_1$ is virtual input, then the first-order subsystem of system (1) can be expressed as follows

$$\dot{x}_i = f_i(X_i) + g_i(X_i) a_i + \Delta_i \tag{8}$$

Where, according to assumption 1 and 2, we have $\Delta_i = w_i^T h_i + \varepsilon_i$.
Subsequently, we consider the stabilization of subsystem (8). Define the state variable as 
\[ x_1 = x_1 - x_d, \]
and choose the Lyapunov function candidate as 
\[ V_1(z_1) = \frac{1}{2} z_1^2 + \frac{1}{2} \text{tr}[\dot{w}_1^T \Gamma_1^{-1} \dot{w}_1] \]
Then the time derivative of \( V_1 \) is given by
\[ \dot{V}_1(z_1) = z_1 \dot{z}_1 + \dot{w}_1^T \Gamma_1^{-1} \dot{w}_1 \]
= \[ z_1 \left\{ f_1(X_1) + g_1(X_1) \dot{x}_1 + w_1^T h_1 + \epsilon_1 - \dot{x}_d \right\} + \dot{w}_1^T \Gamma_1^{-1} \dot{w}_1 \]
If the differential of Lyapunov function satisfies negative definite, we require that 
\[ \frac{d}{dt} V_1(z_1) \leq -\epsilon_1 \]
Then
\[ \dot{V}_1(z_1) = -k_1 z_1^2 - \xi_1 \]
Where \( \xi_1 = z_1 [\delta_1 \text{sgn}(z_1) - \epsilon_1] > 0 \)
So, the subsystem (8) is consistent asymptotic stability.

**Step m** A similar procedure is employed recursively for each step \( m \). we assume that \( a_m \) is virtual input, consider the stabilization of the \( m \)-th order subsystem expressed as follows
\[ \begin{align*}
\dot{x}_i &= f_i(X_i) + g_i(X_i)x_{i+1} + \Delta_i, (1 \leq i \leq m-1) \\
\dot{x}_m &= f_m(X_m) + g_m(X_m)a_m + \Delta_m
\end{align*} \]
Where \( \Delta_m = w_m^T h_m + \epsilon_m \)
Define the state variable as \( z_1 = x_1 - x_d, \ldots, z_m = x_m - a_{m-1} \), Eq. (9) can be rewritten as
\[ \begin{align*}
\dot{z}_i &= f_i(X_i) + g_i(X_i)z_{i+1} + \Delta_i - \hat{a}_{i-1}, (1 \leq i \leq m-1) \\
\dot{z}_m &= f_m(X_m) + g_m(X_m)a_m + w_m^T h_m + \epsilon_m - \hat{a}_{m-1}
\end{align*} \]
The Lyapunov function candidate is chosen as
\[ V_m(z_m) = V_{m-1}(z_{m-1}) + \frac{1}{2} z_m^2 + \frac{1}{2} \text{tr}[\dot{w}_m^T \Gamma_m^{-1} \dot{w}_m] \]
Then, being similar to Step 1, we obtain
\[ \dot{V}_m(z_m) = \dot{V}_{m-1}(z_{m-1}) + z_{m-1} \delta_m(z_m) + z_m [f_m(X_m) + g_m(X_m)a_m + w_m^T h_m + \epsilon_m - \hat{a}_{m-1}] + \dot{w}_m^T \Gamma_m^{-1} \dot{w}_m \]
We require that
\[ \begin{align*}
a_m &= g_m^{-1}(X_m) [-f_m(X_m) + \hat{a}_{m-1} - z_{m-1} g_m^{-1}(X_{m-1}) - k_m z_m - \dot{w}_m^T h_m - \delta_{m-1} \text{sgn}(z_m)] \\
\dot{w}_m &= \Gamma_m h_m z_m \\
\delta_{m-1} &\geq |e_{m-1}|
\end{align*} \]
Where \( e_{m-1} = \hat{a}_{m-1} - \hat{a}_{m-1} \), \( \hat{a}_{m-1} \) is the output of nonlinear tracking differentiator whose input is \( a_{m-1} \).

Then
\[ \dot{V}_m(z_m) = \dot{V}_{m-1}(z_{m-1}) - k_m z_m^2 - \xi_m \]
Where \( \xi_m = z_m [\delta_{m-1} \text{sgn}(z_m) - (\epsilon_m + e_{m-1})] > 0 \)
So, the subsystem (9) is consistent asymptotic stability.

**Step n** select \( V_n = -\frac{1}{2} x_n^2 + \frac{1}{2} \text{tr}[\dot{w}_n^T \Gamma_n^{-1} \dot{w}_n] \), and define \( z_1 = x_1 - x_d, \ldots, z_n = x_n - a_{n-1} \), \( z_{n+1} = u - a_n = 0 \), we have
\[ \begin{align*}
\dot{z}_i &= f_i(X_i) + g_i(X_i)x_{i+1} + \Delta_i - \hat{a}_{i-1}, (1 \leq i \leq n) \\
\dot{z}_n &= f_n(X) + g_n(X)u + \Delta_n - \hat{a}_{n-1}
\end{align*} \]
Where \( \Delta_n = w_n^T h_n + \epsilon_n \)
The selected control law is
\[ u = g_n^{-1}(X)[-f_n(X) + \dot{\delta}_{n-1} - z_{n-1}g_{n-1}(X_{n-1}) - k_n z_n - \dot{\dot{w}}_n \dot{h}_n - \delta_{n-1} \text{sgn}(z_n)] \]

And \( \dot{w}_n = \Gamma_n h_n z_n \)

Given \( \delta_{n-1} \geq |e_n + e_{n-1}| \), then we yield \( \dot{V}_n = -\sum_{i=1}^{n} k_i z_i^2 - \sum_{i=1}^{n} \xi_i < 0 \)

Where \( \xi_i = z_i[\delta_{i-1}\text{sgn}(z_i) - (e_i + e_{i-1})] > 0 \)

Now, we have completed the proof of Lemma 1.

**Conclusion**

We aim at a class of mismatch and uncertain control system, present an adaptive backstepping neural network control method based on Lyapunov stability theory, theoretical analysis results prove the effectiveness of the designed controller, and the advantages of the proposed scheme are as follows

1. The nonlinear tracking differentiator is introduced to deal with the problem of extreme expanded operation quantity of backstepping method.
2. If the nonlinear system doesn’t possess strict-feedback form, the feedback terms which blocks the plant translate into strict-feedback form can be regard as the uncertainties. This strategy enlarges the applicable range and simplifies the system design.
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