Eye Localization Based on Maximal Complexity of Rotating Scan Lines
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Abstract

A novel algorithm based on maximal grayscale complexity of rotating scan lines is proposed to locate the human eye in the detected human face region. First of all, the human face regions are detected from a number of outdoor photos using the skin segmentation algorithm. Secondly, the skin block is retained in the human face region employing the skin block extraction algorithm. Finally, the grayscale complexity is computed by rotating scan line in these skin blocks and the human eyes are located at the straight line corresponding to the maximum of grayscale complexity. The proposed algorithm has a good robustness of the variation of low-resolution faces with head postures and accessories and it is much better than other approaches.
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1 Introduction

Eye localization plays a significant role in face recognition, intelligent monitoring, video tracking and the like. However, a set of factors bring great difficulty to eye localization such as low-resolution face (the pupil and the whites of the eyes cannot be distinguished), head tilt, the face occlusion of masks, scarves, sunglasses, hats and other accessories or hands and the strong, weak or uneven illumination, etc. So far, many eye localization methods have been put forward. The method based on grayscale integration projection used in [1]. Face images are horizontal and vertical integrated and eye localization is based on the projection curve distribution, however, the eye localization is easily affected by head posture and the eye positioning is not accurate because of the complicated information distribution of image grayscale. The Gabor model employed in [2] is able to overcome noise effectively, but the eyes are difficult to be located when there is hair, glasses and other accessories interference. The method of Hough transform is used in [3,4], wherein firstly locates the eye area in binary image
roughly, then the edge analysis is performed in the region, finally the pupil center position is located by Hough transform. The localization accuracy is largely influenced by the eyeball with this method and it is inapplicable to low-resolution face. Additionally, the method based on the combination of the gray projection and the LMS template matching used in [5], the approach based on adaptive image segmentation and curve blending employed in [6] are also utilized to eye localization, but some results of these methods are unsatisfactory for low resolution faces.

In order to overcome the influence of the eyes' being not on the horizontal line caused by head tilt, or low-resolution face, eye glasses and other accessories in eye localization, this paper presents an eye localization algorithm based on maximum of grayscale complexity with rotation of scan line. Because the position of the eyes is basically in the upper part of the face area and the complexity of the eyes is relatively large, the scan algorithm is only used in the upper half of the face image. First of all, all the human face areas are detected from a number of outdoor photos using the skin segmentation algorithm. Secondly, only the skin block in the human face area is retained by employing the skin block extraction algorithm. Finally, the grayscale complexity is computed by rotating scan line in these skin blocks and the human eyes are located at the straight line corresponding to the maximal grayscale complexity.

2 Face region detection based on YCbCr color model algorithm

Color space

Face detection usually uses RGB, YCbCr, YIQ and HSV color space. In this paper, the skin segmentation is based on YCbCr color space. In YCbCr space, Y represents luminance information of the color component. Cr and Cb represent red and blue components of the color information respectively. The formula (1) expresses conversion from RGB space to YCbCr space in [7]

\[
\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix} =
\begin{bmatrix}
16 & 65.481 & 128.553 & 24.966 \\
128 & -37.797 & -74.203 & 112.000 \\
128 & 112.000 & -93.786 & -18.214
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

(1)

Skin segmentation

In the YCbCr space, the skin information Cb and Cr are within a relatively stable distribution of $90 < Cb < 127, 135 < Cr < 177$, cited in [8]. The region which satisfies the range of skin in YCbCr space is set to white, and the others are set to black. Then a binary image after skin segmentation is obtained in this way.
3 Adjustable structural elements preprocessing

Pretreatment is a significant part during face detection process and it directly affects the ultimate face detection rate. Since using the fixed structural elements to preprocess binary image will lose some faces, adjustable structural elements preprocessing [9] is used to reduce the lost faces. As face shape is similar to oval, adjustable disc structural elements preprocessing is used in this paper. Selecting adjustable structural elements can be described as following steps:

1) Mark all connected regions in the binary image that has been skin segmented;
2) Calculate the area of all the connected regions \( s \);
3) Calculate the average of all areas of connected regions \( s' \);
4) The radius of the disk-shaped structure element \( r = a \times s' \), herein \( r \) varies with variable \( a \).

The connected regions are removed if the radius is less than \( r \). As \( a \) is increasing, the \( r \) is incremented, the number of connected regions decline sharply, especially the little regions regarded as noises are removed. The number of connected region reaches a stable number when variable \( a \) reaches at \( a = 0.009 \). According to the respective four boundaries of the retained connected regions, the blocks are cut out from the image corresponding to face regions.

The result is shown in Figure 1. Figure 1(a) is an original image, Figure 1(b) is the pretreatment result. Figure 1(c) is the detected face blocks.
4 Eye localization based on grayscale complexity with scan line rotation

The following formula (2) [10] is used to calculate grayscale complexity.

$$\lambda = \sum_{i=1}^{m} \sum_{j=2}^{n} | R(i, j) - R(i, j-1) |$$

(2)

According to the detected face regions, because of head tilt, there is an intersecting angle between binocular connection line and horizontal line. It could be chosen to rotate the skin block so that binocular can be accordance with a horizontal line. However, after rotation the grayscale of skin will redistribute. Consequently, scan line rotation algorithm is presented to improve this situation in this paper. The so-called scan line rotation is that the scan line is rotated with a slope. Since the human eye is generally on the upper part of the face region, so just the upper half of the face images is selected as part of the region of interest (ROI). Common eye positions in ROI are shown in Figure 2(a), Figure 2(b) and Figure 2(c):

As shown in Figure 2(a), binocular connection line intersects with the top and the left edge of ROI, the scan line is determined by the top and the left edge of ROI. The size of ROI is $m \times n$. Herein the scan line is determined by formula (3).

$$y_{i} = k_{ij} \ast (p-1) + i$$

where $k_{ij} = \frac{1-i}{j-1}, i = 4 : m, j = \frac{2n}{3} : n, p = 2 : j$.

When binocular connection line intersects with the right and the left edge of ROI, as shown in Figure 2(b), the scan line is determined by the right and the left
The scan line is determined by formula (4).

\[ y_2 = k_{2i}^j \ast (j-1) + i \]  

(4)

where \( k_{2i}^j = \frac{t-i}{n-1} \), \( i = 1: m, t = 2: m-1, j = 2: n \).

When binocular connection line intersects with the bottom and the left edge of ROI, the line, as shown in Figure 2(c), represents the scan line that is determined by the bottom and the left edge of ROI. The scan line is determined by formula (5).

\[ y_3 = k_{3i}^j \ast (p-1) + i \]  

(5)

where \( k_{3i}^j = \frac{m-i}{j-1} \), \( i = 1: m, j = \frac{2n}{3}: n, p = 2: j \).

The extreme cases that serious head tilting to the right makes binocular connection intersect with the top and the right edge of ROI or with the bottom and the right edge of ROI rarely occur. Therefore, these cases are not considered.

According to formula (3), formula (4) and formula (5), the scan line is rotated. When the scan line coincides with binocular connection line or has a very small intersecting angle with binocular connection line, the maximal grayscale complexity can be obtained along the scan line. Thus the eye localization is determined.

The concrete description of algorithm as follows: in Figure 2(a), scan line is determined by \( y_1 \), every \( y_1 \) denotes a straight line, then the corresponding grayscale complexity is computed along the straight line. The corresponding calculation formula is shown as formula (6):

\[ \lambda_{k_{1i}^j} = \sum_{i=3}^{n} \sum_{p=2}^{j-1} |R(k_{1i}^j \ast (p-1) + i, p) - R(k_{1i}^j \ast (p-2) + i, p-1)| \]  

(6)

\( n = \frac{2n}{3} \)

And the like, corresponding straight lines are determined by \( y_2 \) and \( y_3 \) in Figure 2(b) and in Figure 2(c) respectively. The corresponding calculation formula is shown as formula (7) and formula (8) respectively:

\[ \lambda_{k_{2i}^j} = \sum_{i=1}^{m} \sum_{j=2}^{m-1} |R(k_{2i}^j \ast (j-1) + i, j) - R(k_{2i}^j \ast (j-2) + i, j-1)| \]  

(7)

\[ \lambda_{k_{3i}^j} = \sum_{i=1}^{m} \sum_{p=2}^{j} |R(k_{3i}^j \ast (p-1) + i, p) - R(k_{3i}^j \ast (p-2) + i, p-1)| \]  

(8)

Grayscale complexity calculation is carried on along these straight lines.
respectively. Then the maximal grayscale complexity is found out and the straight line with maximal complicity is determined as eye position. Draw this line and locate the human eye.

5 The experimental results and analysis

For the purpose of verifying the effectiveness of the algorithm, the human face region extraction is carried on in Matlab environment. The human face images for test contain different resolutions, head postures and accessories. Eye localization result is expressed by a straight line which goes through the eyes on skin block. It's shown in Figure 3.

As can be seen by Figure 3, the proposed algorithm for eye localization has better applicability; it is capable of locating the eyes basically. Positioning accuracy rate can reach 91%. The algorithm overcomes the positioning difficulties caused by head tilt and the impact caused by eye brows. Also, it can achieve eye localization though serious head tilt exists and achieve eye localization in some low-resolution human face images.

Compared with the proposed algorithm, the method based on grayscale integration projection mentioned in the introduction part is applicable to high-resolution faces (the pupil and the whites of the eyes can be distinguished), the result of eye localization by using this method in low-resolution face is not accuracy. It’s shown in Figure 4.
However, the proposed algorithm also has some limitations. For instance, the strong or weak illumination causes skin segmentation defects and affects the positioning effect. When the background color is relatively close to skin, sometimes the localization effect can also be affected. The partial and very low resolution human faces are inclined to be hard to locate eyes, too.

6 Conclusion

In this paper, face region detection is based on YCbCr color model algorithm. During preprocessing, adjustable structural elements are utilized. Eye localization is based on grayscale complexity with scan line rotation. Experimental results show that the proposed algorithm for eye localization has better applicability and a relatively good robustness under the conditions that the head is tilted, the illumination is even, the background is relatively ideal and human face is integral. This algorithm can be applied in further face recognition research, as its limitations are the research issues to be solved in future.
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