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Abstract

A novel multi-regions based particle filters that effectively deals with occlusion problem in people tracking has been proposed in this paper. After locating multiple key regions, the algorithm uses several nearly independent particle filters (NIPF) to track each region which will be influenced by the proximity and/or behavior of other regions. Comparing with the tracking method based on independent particle filter, the proposed algorithm is more effective in solving long-time partial or total occlusion problem. And the performance advantage the nearly independent particle filters in comparison with a joint filter is significant. This is demonstrated by the experimental results.
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1. Introduction

Recently, video tracking has received wide attention from researchers. And it becomes significantly more challenging when occlusion happens, especially in people tracking problem, which is concerned in this work. The people tracking literature contains two classical approaches to the problem of occlusion. One way is training a classifier which can differentiate the target and the noise, and the other is the object segmentation and matching scheme. Besides, Gennari[1] deals with occlusion using JPDF (Joint Probabilistic Data Associative Filter). Zhou [2] judges the occlusion by Huber estimation and search the target by particle filter. However, these methods fail under difficult and complex conditions, and the occlusion problem is still a challenging task in people tracking.

In this paper, we address the problem of occlusion, an issue not handled by traditional methods. Our approach is inspired by the observation that, body can be divided into multiple sub-regions, thus, when occlusion happens, state of the body part being occluded can be implied by the other parts. Based on this consideration, this paper applied nearly independent particle filters (NIPF) in tracking multiple body regions to deal with the occlusion problem. The proposed algorithm is based on the well-known particle filter [3-6], which offers a degree of robustness to unpredictable motion and can correctly handle complicated, nonlinear measurement models. When dealing with multiple body regions, simply running one individual particle filter for each region is not a viable option, because the regions of the body have inter relations which play an important role in tracking multiple region. While the joint particle filter suffers from exponential complexity in the number of tracked targets, n. We have found that using n nearly independent particle filters for n regions, each running in a low-dimensional space, can approximate the optimal joint tracker by judging the occlusion based on single-target predictions from the previous time.
step. The result is a set of trackers that are coupled only when necessary.

The rest of this paper is organized as follows: Section 2 presents the appearance model adopted. And the proposed nearly independent particle filters based on multi-regions is detailed in Section 3. Section 4 summaries the proposed approach. And experimental results are provided in Section 5. Finally, conclusions are given to highlight major merits and current limitations of the proposed approach.

2. Appearance Model

Color tracking of objects is a well known problem that has been tackled using several approaches. A color model can be represented by a histogram where each bin represents a color region. The HSV color space [7] is a very popular approach for this problem because it is relatively invariable to illumination changes. In this paper, the hue, saturation and value information are quantized as \( h_n = 64 \), \( s_n = 8 \), and \( v_n = 1 \). So, the resulting histogram is composed by \( m = h_n \times s_n \times v_n = 512 \) bins.

Let the region of the image employed to create the color model be a rectangle region centered at \( c_x \) and of size \( s \). \( \{x_i\}_{i=1,...,n} \) are the locations of the interior pixels of the region. We define a function \( b: R^2 \to \{1...m\} \) which associates to the pixel at location \( x_i \) the index \( b(x_i) \) of the histogram bin corresponding to the color \( u \) of that pixel. Then, the color density distribution for each bin \( p(u) \) of the region is calculated in the following way:

\[
p(u) = \sum_{i=1}^{n} \kappa[b(x_i) - u] \]

where the parameter \( \kappa \) is the Kronecker delta function.

We found that the probability one pixel belongs to the object decrease when it becomes far away from the region center. Considering this space information of the pixels, we weight the pixel less as it becomes far away from the center by the function:

\[
\pi(r) = \begin{cases} 
1 - r^2, & 0 < r < 1 \\
0, & \text{others}
\end{cases}
\]

Where \( r \) is the ratio of the distance from the pixel to the region center and \( s \). Thus, the color model \( p = \{p(u)\}_{u=1,...,n} \) of the region is:

\[
p(u) = \frac{1}{\sum_{i=1}^{n} \pi(||x_i - x_j|| / s)} \sum_{i=1}^{n} \pi(||x_i - x_j|| / s) \kappa[b(x_i) - u] \]

\( ||x_i - x_j|| \) represents the distance from the pixel to the center. The resulting histogram is normalized as \( \sum_{u=1}^{m} p(u) = 1 \) by \( 1 / \sum_{i=1}^{n} \pi(||x_i - x_j|| / s) \).

Once the color model \( p \) is created, it can be compared with other color model \( q \) using the Bhattacharyya coefficient [8] which has an important feature that both color models can be compared even if they have been created using regions of different sizes. In the case of a discrete distribution it can be expressed as follows:

\[
\rho[p,q] = \sum_{u=1}^{m} \sqrt{p(u)q(u)}
\]

The value \( \rho[p,q] \) gives a similarity measure of two color models in the range \([0,1]\), where 1 means that both color models are identical, and it decreases as they differ.

3. The proposed method

To deal with the occlusion problem in people tracking, we locate \( n \) regions on
the body, and the state of the whole body can be represented by the joint state of these regions. Thus, when occlusion happens, the region being occluded can be predicted correctly by other regions. And by this way, we can solve the occlusion problem. Our method is based on Particle filter (PF) which use multiple discrete “particles” to represent the belief distribution over the location of a tracked target. When dealing with the multiple regions tracking problem which can be looked as a multiple targets tracking problem, the independent or joint particle filters can be used. However, the body parts don’t move independently, so the independent particle filters can not work, while the joint particle filter suffers from the computation complexity. So, this paper proposes a new particle filter method which runs nearly independent particle filters in body parts.

3.1. particle filter

We review particle filter to introduce notation and to facilitate understanding of the new components.

In the Bayes filtering paradigm, we recursively update the posterior distribution over the current state \( X_t \) given all observations \( Z_{1:t} = \{Z_1, Z_2, \ldots, Z_t\} \) up to and including time \( t \), as follows:

\[
P(X_t | Z_{1:t}) = cP(Z_t | X_t) \int P(X_t | X_{t-1}) P(X_{t-1} | Z_{1:t-1}) \, dX_{t-1}
\]

where the likelihood \( P(Z_t | X_t) \) expresses the measurement model and \( P(X_t | X_{t-1}) \) is the motion model. In a particle filter we approximate the posterior \( P(X_{t-1} | Z_{1:t-1}) \) recursively as a set of weighted \( N \) samples \( \{X'_{t-1,1}, \omega_{t-1,1} \}^N_{i=1} \), where \( \omega_{t-1,i} \) is the weight for particle. Given this, we can use a Monte Carlo approximation of the integral and get:

\[
P(X_t | Z_{1:t}) \approx cP(Z_t | X_t) \sum_i \omega_{t-1,i} P(X_t | X'_{t-1,i})
\]  (3)

One way to view a particle filter is as an importance sampler for this distribution. Specifically, \( N \) samples are drawn from the proposal distribution

\[
X'_i : q(X_i) @\sum \omega_{i-1,i} P(X_i | X'_{i-1,i}) \quad (4)
\]

And then weighted by the likelihood \( \omega_i^t = P(Z_i | X'_i) \). Where \( r \) and \( s \) are the index of particle at \( t-1 \) and \( t \), respectively.

3.2. Multi-Regions tracking

3.2.1 Undirected Graph based model

We describe the joint of multiple body regions at frame \( t \) as an undirected graph \((V,E)\), where the nodes \( V \) represent the regions and the edges \( E \) specify a neighborhood relationship. As shown in fig. 1a, \( V = \{X_i\}_{i=1,a} \) and \( E = \{\phi(X_i, X_j)\} \), where \( \phi(X_i, X_j) \) describes the relationship between the state \( X_i \) and \( X_j \) of regions \( i, j \) if the corresponding edge exists. To describe the undirected graph at frame \( t \), we firstly construct the relationship model \( R = \{R^{i,j} = (d^{i,j}, \theta^{i,j})\}_{i,j \in E} \).

Fig.1: (a)The undirected graph,(b) The definition of \( \phi \).

where \( d^{i,j} \) and \( \theta^{i,j} \) are the distance and angle from \( X_i, X_j \) to the motion direction(Fig. 1b). Then, the function \( \phi \) is computed as follows:

\[
\phi(X_i, X_j) = k_d f_d + k_\theta f_\theta
\]  (5)
Where, \( f_d, f_\theta \) are the distance and angle factor defined as below, and \( k_d, k_\theta \) are their weights, respectively.

\[
\begin{align*}
    f_d &= 1 - \frac{|d^{i,j} - d^{i-1,j}|}{\delta_d} , \quad 0 \leq d^{i,j} - d^{i-1,j} \leq \delta_d \\
    f_\theta &= 1 - \frac{(\theta^{0,i} - \theta^{0,0})}{\delta_\theta} , \quad 0 \leq \theta^{0,i} - \theta^{0,0} \leq \delta_\theta
\end{align*}
\]

The domain of \( \phi \) is [0,1]. \(|d^{i,j} - d^{i-1,j}|\) is the absolute value of the difference, and \( \delta_d, \delta_\theta \) are used to define their permitted maximum, \( d^{i,j}, \theta^{i,j} \) are the distance and angle at frame \( t \).

### 3.2.2 The proposed nearly independent particle filters

To track multiple associated regions with relationships, we define the nearly independent particle filters as follows. At frame \( t \), the posterior distribution of the state of region \( i \) factors as:

\[
P(X_{it} | Z_{t(i)}) = cP(Z_{it} | X_{it}) \times \prod_{j \in E} \phi(X_{it}, X_{jt}) \times \sum_{\omega_{(0,i)}} \omega_{(0,i)} P(X_{it} | X_{jt})
\]

we sample from the proposal distribution function

\[
X_i^s : q(X_i) = \sum_{r} \omega_{(0,i)} P(X_i | X_{jt})
\]

by drawing a mixture component at random, and then moving each individual target independently. Then, we weight each of the particles \( X_i^s \) at region \( i \) by

\[
\omega_i^s \approx P(Z_{it} | X_i^s) \prod_{\phi \in E} \phi(X_i^s, X_{jt})
\]

We can see, the trackers are not fully independent, because they consider the locations of other targets when scoring particles. In particular, according to the undirected graph \((V, E)\) at time \( t \), we penalize particles that fulfill the relationship model \( R^{i,j} \) less.

### 3.2.3 The joint estimate scheme

To estimate the location of the target, instead of computing the mean of all the associated particles, we construct a region relationship based estimate scheme using the defined undirected graph. The state of the region \( i \) at frame \( t \) is estimated as

\[
\mathbf{X}_t = \sum_{i,j \in E} k_j \sum_{r} (f_d^t \times \phi(X_{jt}, X_{jt}^r))
\]

Where, the state \( \mathbf{X}_t \) of region \( i \) is estimated jointly by computing sum of all the associated regions’ weighted states acting on the region \( i \), and the weight is \( k_j \) (see next section). Furthermore, the associated regions’ acting states is computed by all acting states \((X_{jt}^r \times \phi(X_{jt}, X_{jt}^r), r = 1, ..., N)\) of the particles of the region \( X_{jt}^r \) weighted \( t^r \) where \( \phi(X_{jt}, X_{jt}^r) \) is obtained by \( R^{i,j} \) (see next section for details). As shown in formula above, the state \( \mathbf{X}_t \) of region \( i \) is estimated by all the associated regions’ particles, thus, when occlusion happens, the state of the region being occluded can be estimated correctly by this joint estimate scheme.

### 4. Summary

To give a clear description of the proposed scheme, we describe the flow of the algorithm as follows.

**Step 1:** Initialization: At the first and second frame of the image sequence, locate the location of \( n \) regions as the state \( X_{i0}, X_{i1}, i = 1, ..., n \). And construct the motion model \( P(X_{it} | X_{it-1}) \) for each region, the appearance model \( Q = \{ q_i = q(\omega_i) \}_{i=1}^n \) and relationship model \( R = \{ R^{i,j} \}_{i,j \in E} \).

**Step 2:** At each time step \( t \), the posterior over the state of region \( i \) at time \( t-1 \) is represented by a set of \( N \) weighted samples \( \{ X_{it-1}, \omega_{it-1} \} \). We then create \( N \) new particles \( \{ X_{it}^r, \omega_{it}^r \} \) by importance sampling, using the motion model (7) as the proposal distribution.
for region $i$. Do the follows $N$ times iteratively.

1. **Resample**: Pick a sample $X'_{i_{(t-1)}}$ with probability $\omega'_{i_{(t-1)}}$.

2. **Apply the motion model**: $P(X'_{i|X'_{i_{(t-1)}}})$ to obtain a newly state $X'_{s}$. 

3. **Score**: Assign a weight $\omega'_{s}$ to the state $X'_{s}$ according to (8).
   (a) We model the observation $p'_{s} = \{p'_{n}(u)\}_{n=1,...,m}$ according to formula (2). And Compute the similarity $b'_{s}$ which is $P(Z_{s} \mid X'_{s})$ in formula (2) between the observation $p'_{s}$ and model $q_{i}$. 
   (b) Get the distance and angle $d_{i-j}^{s}$, $\theta_{i-j}^{s}$ and compute $\phi(X'_{s}, X'_{s})$ based on the model $R_{i-j}^{s} = (\theta_{i-j}^{s}, d_{i-j}^{s})$ according to formula (5) , where $i, j \in E$. The relationship function penalizes the particles that fulfill the relationship model $R_{i-j}^{s}$ less.
   (c) Apply the weight updating function (8) to obtain the new weight $\omega'_{i}$ of particle $X'_{s}$.

4. **Step 3**: Estimate: Then, estimate the state $\hat{X}_{i}$ of region $i$, $i = 1,...,n$, by the joint estimate scheme, according to (9)
   (1) Compute the sum of the weight $C_{j} = \sum_{i=1}^{N} b_{j}'_{i}$ of all particles for each region $j, j = 1,...,n$, and $C = \sum_{j=1}^{N} C_{j}$, then the weight $k_{j}$ of region $j$ in estimate the state of region $i$ is $k_{j}^{s} = \frac{C_{j}}{C}$.
   (2) Obtain the function $\phi(X'_{j}, X'_{j})$ according to $R_{i-j}^{s} = (\theta_{i-j}^{s}, d_{i-j}^{s})$, $j = 1,...,n$.
   (3) Estimate the state $\hat{X}_{i}$ of region $i$ according to (9).

Summary up, the particle filters employed in this paper are nearly independent because they consider the locations of other targets when scoring particles and estimating the state, while sample particles independently. By this way, the multiple regions can be tracked jointly with less computation complexity, and when some region is occluded, its state can be estimated correctly jointly by other regions.

5. **Experimental results**

We evaluated our approach by tracking through three kinds of video, and present quantitative results as well as a graphical comparison of the different tracker methodologies which are joint and independent particle filters. While a theoretically optimal joint filter is too computationally expensive to track multiple regions, we show that multiple nearly independent trackers generate tracks of similar quality to those generated by a joint tracker in occlusion situation, but at a substantially lower cost.

In the experiment, taking two regions as an example, we compare three methodologies in the effectiveness and computation complexity, which are independent PF, joint PF and the proposed PF, testing on three kinds of video: simulation video, CAVIAR [9] and the video captured by us, and taking two regions as example. In Fig. 2, when occlusion happens, the proposed PF can track the multiple regions successfully. Fig. 3 gives the comparison between the proposed PF with the other two methods testing on simulation video which has the feature of nonlinear and nongaussian, in which we can see that the independent PF fail in dealing with occlusion, while the joint PF and the proposed PF succeed. This is because the independent PF track each region independently, and one region’s failure tracking can not be rectified by the other re-
regions as did in joint PF. Furthermore, we compute the time consume at each frame of the proposed method and joint PF in table 1, in which the proposed method spent much less time than the joint PF. As a conclusion, the proposed PF method can track people successfully as joint particle filter with less time, which demonstrates the effectiveness of the propose method.

Fig. 2. Tracking result of the proposed method: (a) (b) (c) are the result on three kinds of video.

Fig. 3. The comparison between the proposed PF and the other method. (a) the tracking result at x direction in region 1, (b) the tracking result at x direction in region 2, (c) the tracking result at y direction in region 1, (d) the tracking result at y direction in region 2.
Table 1: The time consuming of the proposed method and joint particle filters.

<table>
<thead>
<tr>
<th></th>
<th>Video1(s)</th>
<th>Video2(s)</th>
<th>Video3(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed method</td>
<td>1.437</td>
<td>1.547</td>
<td>1.39</td>
</tr>
<tr>
<td>Joint particle filters</td>
<td>2.953</td>
<td>3.016</td>
<td>2.937</td>
</tr>
</tbody>
</table>

6. Conclusions

Through locating some key regions on the people, this paper proposed a nearly independent particle filters in tracking multiple regions to deal with the occlusion problem in people tracking. While a theoretically optimal joint filter is too computationally expensive to track multiple targets at once, we show that multiple nearly independent trackers generate tracks of similar quality to those generated by a joint tracker, but at a substantially lower cost.

However, more complex interactions are possible when conditioning on different body parts, and much more complexity undirected graph should be construct to express the interactions of multiple regions, which can be of our further research.
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