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Abstract. As the ART2 neural network clustering occurs normalization in the data inputting mode by vector and nonlinear transformation pretreatment process is easy to be filtered as a substrate for an important, but a minor component of the noise, while there are still phenomenon of the drift mode in the learning process due to the correction of the value of weight, this paper proposes an improved method of ART2 neural network. On the one hand, as the inputting mode enters into the network to start learning, in the learning process of the input mode to enter the network, it saves their amplitude information, relaxes negative real nonlinear conversion, and considers the shortest distance of the input pattern to each cluster center.; on the other hand, there is also a need to make the corresponding treatment on the non-linear transfer function, so that it can properly handle the input of negative and retains its negative form after the stable F1 layer, not causing loss of information in the inputting mode; in another aspect, in order to eliminate outliers’ influence on clustering results, this paper also carried out on the input mode to determine outliers.

Introduction

In order to carry out the clustering process to the text data, people have used a number of effective clustering methods, such as the classic k-means clustering algorithm, which was based on text clustering algorithm of SOM neural network. However, these methods often require a lot of previous knowledge to determine the number of clusters; it is not a way of dynamic learning, and learning the new vector will affect the learnt vectors and other issues. According to the advantages of ART2 neural network, it can efficiently go on the dynamic learning, and it not only realize the balance of memory and learning, but also determine the number of clusters adaptively. But ART2 network remains worthy improvements, such as the entering sensitivity to data will greatly affect the clustering results of ART2 network.

Improved Art2 Neural Network Method

The traditional ART2 neural network’s clustering is based on the phase information, irrelevant to amplitude information. The effect of the traditional ART2 neural network is far from ideal when dealing with the same phase information and amplitude information of two different clusters. Some also are mentioned in the article by comparing the weights of the model and the inputting samples to recover the amplitude information, but this does not reflect the weight of the prototype model’s amplitude information, so it is still unable to use the amplitude information.

For the data samples that the original data are both positive and negative, due to the limitations of inputting fields of the traditional ART2 network. In the F1-layer of the traditional ART2 network, non-positive real number of sample data is suppressed to 0, so the traditional ART2 network can not effectively classify data samples locating two, three, four quadrants.

Meanwhile, the traditional ART2 neural network is not sensitive to the presence of outliers. In order to try to eliminate outliers’ influence on clustering results, this improved algorithm, by using the outlier as an additional class, reduce the effects of outlier on the clustering results.

As for such existing shortcomings in the traditional ART2 neural network, in the inputting activation process, the study calculates the shortest distance to each cluster from the center, considering its amplitude information. Only when both the values of phase and amplitude exceed
the corresponding threshold limit alerting value, the resonance occurs and the adjustment of the weights begins. So does non-linear transfer function. So much so that it can properly handle negatives’ input and retain its negative form after the stability of F1-layer, avoiding loss of information in the inputting mode; in order to eliminate the impact of outliers on clustering results, the paper also carried out on the sure of outliers in inputting mode and increased a threshold limit value $R - dis$ to detect outliers. Improved ART2 neural network matches the phase and amplitude as shown in Figure 1.

![Figure 1. The matching of phase and amplitude of improved ART2 neural network](image)

Improved ART2 network also includes attention subsystem and orientation subsystem. Attention subsystem includes STM, two short storage units of F1 and F2, and long storage unit LTM connecting F1 and F2 layers, that is, connected weight vectors $w_{n \times m}$ and $T_{s \times m}$. In this time, the connection weight vector $w_{ij}$ from the bottom to up is a record of the amplitude information of the cluster’s center; the j denotes $j$’s center point. The role of the orientation subsystem is to calculate the phase degree of matching between the inputting mode and the memory mode, that is, the matching extent between intermediate mode $U$ that the F1-layer is stable and the winning neuron’s feedback mode P from the top to down is compared, as well as detecting inputting mode’s outliers. It is for determining the next action of network: resonate or reset.

First, initialize the network’s settings. In the improved ART2 network, the initialization of F1-layer from the top to down and the initialization of weight vector $T_{s \times m}$ is the same with the traditional ART2 network. The number of clusters $m$ is set to 1, the connection weights vector...
form the bottom to up initializes the first inputting pattern as the first cluster center, i.e. \\
w_{x \times m} = \left( t_1', t_2', ..., t_n' \right)

It also need set two threshold limit values \( \rho \) and \( R_{-dis} \). \( \rho \) is the alerting value of the phase matching, \( R_{-dis} \) as outliers’ alerting values for determination.

When the n-dimensional inputting mode \( t = (t_1, t_2, ..., t_n) \) entering into F1-layer, the formula (1) to (3) F1 layer can calculate the steady states of F1-layer. As non-positive real number in the traditional network ART2 is unified \( t \) processed as 0, nonlinear transferring function takes it as a noise to deal with, making the network lost that part of the information and affecting the whole results of the clustering. Therefore, there is a need to adjust non-linear processing function to correctly handle non-positive real numbers, to prevent the misuse of the useful information. The non-linear processing function is adjusted to

\[
\begin{align*}
    u(x) &= \begin{cases} 
        \frac{2\rho^2}{t^2 + \rho^2}, & 0 \leq t \leq \rho \\
        t, |t| \geq \rho \\
        -\frac{2\rho^2}{t^2 + \rho^2}, & -\rho \leq t \leq 0
    \end{cases} \\
\end{align*}
\]

Or
\[
    u(x) = \begin{cases} 
        0, 0 \leq |t| \leq \rho \\
        t, |t| \geq \rho
    \end{cases}
\]

When F1-layer reaches a steady state, the inputting mode I connects with F2-layer through a bottom-up weight vector \( w_{i \times m} \) and conducts competitive learning for finding neurons with the shortest distance as the winning neuron, i.e.

\[
w_j = \min \left\{ w_i \right\}, i = 1, 2, ..., n, w_j = \sum_{i=1}^{m} ||p_i - w_j||
\]

Winning neuron is activated, while the other neurons are in the state of inhibition. F2-layer selects the winner neuron \( j \) and returns a feedback signal, calculating the degree of phase matching \( |R| \) between the processed STM signal \( U \) of F1-layer and the feedback value LTM \( P \) of active neuron signal. Since \( |R| \) reflects the overall matching degree between \( U \) and \( P \), regardless of the difference between \( P \) and \( U \), which are the various components. Equation (1) is used for phase-matching calculation in the paper. If \( |R| \) is greater than the setting threshold limit value \( \rho \), then the inputting mode is determined by the outliers; if \( k_j \) is larger than a presetting threshold limit value \( R_{-dis} \), then the inputting mode is processed as the outlier point, and the inputting mode is considered as a separated class; the inputting mode is classified into the class \( j \). When the network enters into the learning phase, bottom-up weight vector \( w_y \) is updated to a new class \( j \)'s center point.

The effect is to be that it is the average value of data samples’ weights, weight vector \( t_y \) from the top to down is to be updated according to formula (3).

**Experiments**

In this paper, the above algorithm for the horizontal and vertical coordinates in \([0, 1]\) is generated randomly within five characteristics distinct groups, each containing 30 data samples cluster, using traditional ART2 and improved ART2 network respectively to cluster the data sample. The clustering results are shown in Figures 3 and 4, wherein each parameter is set as shown in Table 1, where the parameters a, b, c, d, e values of both parameters, these parameters may also be determined by the experience of experiments.
Table 1. Setting table of network parameters

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>t</th>
<th>R - dis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional ART2</td>
<td>10</td>
<td>10</td>
<td>0.12</td>
<td>0.93</td>
<td>0</td>
<td>0.98</td>
<td>×</td>
</tr>
<tr>
<td>Improved ART2</td>
<td>10</td>
<td>10</td>
<td>0.12</td>
<td>0.93</td>
<td>0</td>
<td>0.94</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Figure 3. Clustering results of traditional ART2 network

Figure 4. Clustering results of improved ART2 network

**Conclusion**

Through the theoretical and experimental results, it shows that when the improved ART2 neural network is in the same phase of the two clusters, the performance is better than the traditional ART2. Meanwhile, the network takes the phase information of data and amplitude information of a prototype data into account and eliminates outliers of the clustering results. By changing the nonlinear transforming function, an improved ART2 network can handle negative data, and the four quadrants of the data can be efficiently clustered. The experiments show that the improved ART2 network is to be significantly better than the traditional ART2 network in dealing with outliers amplitude information and data samples’ performance.
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