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Abstract. The principle of the sum of square errors criterion is introduced. The most common criterion is the sum of squared errors criterion, the weighted sum of square of the distance criterion and the sum of distance between-class distance criterion. The shortage of the sum of square errors criterion is pointed out. The sum of absolute errors criterion, maximum error criterion and the sum of power of errors criterion are proposed. The results are illustrated by numerical examples.

Introduction

Cluster analysis or clustering is the assignment of a set of observations into subsets (called clusters) so that observations in the same cluster are similar in some sense. Clustering ([1]-[3]) is a method of unsupervised learning, and a common technique for statistical data analysis used in many fields, including machine learning, data mining, pattern recognition, image analysis, information retrieval, and bioinformatics. The joining or tree clustering method uses the dissimilarities (similarities) or distances between objects when forming the clusters. Similarities are a set of rules that serve as criteria for grouping or separating items. These distances (similarities) can be based on a single dimension or multiple dimensions, with each dimension representing a rule or condition for grouping objects ([4]-[11]). For example, if we were to cluster fast foods, we could take into account the number of calories they contain, their price, subjective ratings of taste, etc. The most straightforward way of computing distances between objects in a multi-dimensional space is to compute Euclidean distances. If we had a two- or three-dimensional space this measure is the actual geometric distance between objects in the space (i.e., as if measured with a ruler). However, the joining algorithm does not "care" whether the distances that are "fed" to it are actual real distances, or some other derived measure of distance that is more meaningful to the researcher; and it is up to the researcher to select the right method for his/her specific application. The most common criterion is the sum of squared errors criterion, the weighted sum of square of the distance criterion and the sum of distance between-class distance criterion. The shortage of the sum of square errors criterion is pointed out. The sum of absolute errors criterion, maximum error criterion and the sum of power of errors criterion are proposed.

The Sum of Square Errors Criterion

The clustering criteria should reflect the similarity between classes, or separation of functions. If the clustering criterion function is well chosen, clustering quality will be high.

Given a set of observations \( X = \{x_1, x_2, \cdots, x_n\} \), where each observation is a \( d \)-dimensional real vector, \( k \)-means clustering aims to partition the \( n \) observations into \( k \) sets \((k \leq n) S=\{S_1,S_2,\ldots,S_k\}\) so as to minimize the within-cluster sum of squares (WCSS) ([1]-[3]):

\[
\min J_2 = \sum_{j=1}^{k} \sum_{x \in S_j} \| x - m_j \|^2
\]  

(1)
where $m_j$ is the mean of points in $S_j$, and $m_j = \frac{1}{n_j} \sum_{x \in S_j} x$, $j = 1, 2, \ldots, c$.

Sum of squared error criterion is to find $J_2$ to the minimum. Sum of squared error criterion applicable to all types of samples which are Intensive and the numbers of samples are almost same, and different kinds of samples are clearly separated from the case. It is shown in Figure 1. The distribution of the sample consists of 3 types, each type of sample numbers are not much difference (10 or so ). The he sample are more intensive, sum of square error is smaller, and distances between the categories are farther.

![Pattern classification diagram](image)

**Figure. 1 Pattern classification diagram**

If the difference of the numbers of different set are great, it is possible to separate sample number of types in error using the sum of squared error criterion in order to achieve the total minimum. As shown in Figure 2 , the number of class $\omega_1$ is more than the class $\omega_2$. In accordance with the sum of squared error criterion, it is possible to separate part of class $\omega_1$ to class $\omega_2$. In this clustering, the he sum of squared error may be smaller.
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(a) The correct classification  (b) The error classification

**Figure. 2 Comparison of Classification**

For example: a sample, there are 5 samples as shown in Figure 3. From the figure 3, we can get $x_1 \sim x_4 \in \omega_1$ and $x_5 \in \omega_2$. The correct classification is shown by the dotted line. The result is shown by the solid line using the least sum of square error criterion.

If the samples are divided by the dotted line, the sum of square error is calculated as following.

\[
\omega_1 : X_1 = \{x_1, x_2, x_3, x_4\}, \quad m_1 = \frac{1}{4} \sum_{k=1}^{4} x_k = (0,0)^T
\]

\[
\omega_2 : X_2 = \{x_5\}, \quad m_2 = x_5 = (2,0)^T
\]
\[ J_2^{(1)} = \sum_{x_k \in X_1} \left\| x_k - m_1 \right\|^2 + \sum_{x_k \in X_2} \left\| x_k - m_2 \right\|^2 = 4 \]

If the samples are divided by the solid line, the sum of square error is calculated as following.

\[ \omega_1 : X_1 = \{x_1, x_2, x_3\}, \quad m_1 = \frac{1}{3} \sum_{k=1}^{3} x_k = (\frac{1}{3}, 0)^T \]

\[ \omega_2 : X_2 = \{x_4, x_5\}, \quad m_2 = \frac{1}{2} \sum_{k=1}^{3} x_k = (1.5, 0)^T \]

\[ J_2^{(2)} = \sum_{x_k \in X_1} \left\| x_k - m_1 \right\|^2 + \sum_{x_k \in X_2} \left\| x_k - m_2 \right\|^2 = 8 + \frac{1}{3} = \frac{25}{3} = 8.33 \]

So, \( J_2^{(1)} > J_2^{(2)} \). If we use the sum of square error criterion, we will get the wrong result.

![Figure 3. A example of clustering](image)

**Other Clustering Criterion and Discussion**

Since the sum of squared error criterion are sometimes not perfect, we discuss the other clustering criterions. From the norm defined view, the sum of absolute errors criterion and the maximum error criterion are given.

The sum of absolute errors criterion is

\[ J_1 = \sum_{j=1}^{c} \sum_{x \in S_j} \left\| x - m_j \right\| \quad (2) \]

The maximum error criterion is

\[ J_\infty = \max_{x \in S_j} \left\| x - m_j \right\| \quad (3) \]

In the above example, if the samples are divided by the dotted line, \( J_1^{(1)} = 4 \) and \( J_\infty^{(1)} = 1 \).

\[ J_1^{(2)} = \frac{5 + 2\sqrt{10}}{3} < J_1^{(1)} \quad \text{and} \quad J_\infty^{(2)} = \frac{\sqrt{10}}{3} > J_\infty^{(1)} \]

If the samples are divided by the solid line, According to the sum of absolute errors criterion, it will also get the wrong result. According to the maximum error criterion it will gain the right result. It shows that using the different criteria, classification results are different.

The general clustering criterion can be defined as

\[ J_p = \sum_{j=1}^{c} \sum_{x \in S_j} \left\| x - m_j \right\|^p \quad (4) \]

This criterion can be called the sum of \( P \) power of errors criterion.
In the above example \( J_p^{(1)} = 4 \), \( J_p^{(2)} = 2\left(\frac{\sqrt{10}}{3}\right)^p + \left(\frac{1}{3}\right)^p + 2\left(\frac{1}{2}\right)^p \).

If \( p \geq 14 \) then \( J_p^{(2)} > J_p^{(1)} \). It shows that it will gain the right result if \( p \geq 14 \).
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