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Abstract

Nonlinear ODEs invariant under the group SL(2,ℝ) are solved numerically. We show that solution methods incorporating the Lie point symmetries provide better results than standard methods.

1 Introduction

Historically Lie group theory started out as a theory of transformations of solutions of ordinary and partial differential equations. Differential equations are still one of the most important applications of Lie groups [6]. The most common use of Lie group theory in this field is to perform symmetry reduction. For ordinary differential equations (ODE), this means that Lie point symmetries are used to reduce the order of the equation. If the symmetry group is large enough the order of the ODE can be reduced to zero. This is equivalent to obtaining the general solution of the ODE, possibly in implicit form. For partial differential equations (PDE), symmetry reduction means a reduction of the number of independent variables and usually leads to exact analytical solutions, albeit particular ones.

The purpose of this article is to discuss a different application of Lie groups in the theory of differential equations and to present some new results and new examples. This application can be called symmetry preserving discretization of differential equations and its purpose is to improve numerical methods for solving differential equations. In this article we restrict ourselves to ODEs. For recent reviews with references to original articles see [5, 2].
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The idea is to start from a given ODE of order $N$

\[ F(x,y,y',y'',...,y^{(N)}) = 0 \quad (1.1) \]

and its known Lie point symmetry group $G$ with a Lie algebra $L$ (the symmetry algebra) realized by vector fields of the form

\[ X = \xi(x,y)\partial_x + \phi(x,y)\partial_y \quad (1.2) \]

(1.1) is replaced by an invariant difference scheme, i.e. a system of two equations

\[ E_a(n,x_{n+K},x_{n+K+1},...,x_{n+L},y_{n+K},y_{n+K+1},...,y_{n+L}) = 0 \quad (1.3) \]

relating the variables $x$ and $y$ in $M$ different points.

The scheme (1.3) is constructed so as to be invariant under the same group $G$ as the ODE (1.1). This means that equations (1.3) must be annihilated on their solution set by the prolongations of the vector fields (1.2)

\[ prX|_{E_1=E_2=0} = 0 \quad (1.4) \]

where the discrete prolongation is

\[ prX = \sum_{i=n+K}^{n+L} \{ \xi(x_i,y_i)\partial_{x_i} + \phi(x_i,y_i)\partial_{y_i} \} \quad (1.5) \]

In practise, this means that we can proceed as follows:

1. Find the $N$-th order differential invariants $I_j(x,y,y',...,y^{(N)})$, $j = 1,...,J$, of the group $G$ and rewrite the ODE (1.1) in terms of these invariants:

\[ \tilde{F}(I_1,...,I_J) = 0 \quad (1.6) \]

2. Find the difference invariants $I_a(n,x_{n+K},x_{n+L},y_{n+K},...,y_{n+L})$ of the same group $G$.

3. Expand the difference invariants in Taylor series about some reference point, say $(x_n,y_n)$. Choose such difference invariants that we have

\[ I_j = I_j^0 + O(\varepsilon) \quad (1.7) \]

i.e. such that the leading terms in the expansion coincides with a corresponding differential invariant ($\varepsilon \to 0$ is the continuous limit).

4. Write the difference scheme (1.3) in terms of difference invariants $I_j$. In the continuous limit we will have

\[ \tilde{E}_1(I_1,...,I_J) = 0 \quad \varepsilon \to 0 \Rightarrow \tilde{F}(I_1^0,...,I_J^0) = 0 \quad (1.8) \]

\[ \tilde{E}_2(I_1,...,I_J) = 0 \quad \varepsilon \to 0 \Rightarrow 0 = 0 \]
In the invariant discretization the lattice is not given a priori, but emerges as part of the solution of the difference scheme.

In physics and other fields of science, symmetries of a system are often better known than the dynamics and symmetries of equations can be more important than explicit solutions. Preserving symmetries in numerical calculations can be expected to improve the results, specially global features of solutions.

The invariant discretization should be compared to what we will call standard discretizations. The lattice is given a priori, usually a uniform one. The ODE (1.1) is discretized by replacing all derivatives by usual finite differences, e.g.,

\[ u_x = \frac{u(x_{n+1}) - u(x_n)}{x_{n+1} - x_n}, \quad x_n = nh + x_0 \]  

and similarly for higher order derivatives.

Recent articles devoted to theoretical aspects of invariant discretization of ODEs include [3, 7, 4]. In Ref.[1] it was shown on several examples that the symmetry preserving schemes provide better accuracy than standard ones and numerical solutions close to singularities where standard schemes fail. Here we will show that similar results hold in other situations.

2 A two dimensional realization of the algebra \( \text{sl}(2, \mathbb{R}) \)

2.1 The Lie algebra and the invariant ODEs

Let us consider the \( \text{sl}(2, \mathbb{R}) \) algebra with a basis realized by the vector fields

\[ X_1 = \partial_y, \quad X_2 = x\partial_x + y\partial_y, \quad X_3 = 2xy\partial_x + y^2\partial_y. \]  

(2.1)

It can be extended to a \( \text{gl}(2, \mathbb{R}) \) algebra by adding

\[ X_4 = y\partial_y \]  

(2.2)

to the basis. Let us prolong these vector fields so they act on functions \( F(x, y, y', y'', y''') \). The action of the corresponding \( \text{SL}(2, \mathbb{R}) \) group on the prolonged space with local coordinates \( \{x, y, y', y'', y'''\} \) allows two differential invariants, namely

\[ I_1 = \frac{2xy'' + y'}{y^3}, \quad I_2 = \frac{x^2(y''' - 3y''^2)}{y^5} \]  

(2.3)

Using these invariants we can write a second and a third order invariant ODE, namely

\[ 2xy'' + y' = \gamma y^3 \]  

(2.4)

and

\[ \frac{x^2(y''' - 3y''^2)}{y^5} = F(I_1) \]  

(2.5)
where $\gamma$ is a constant and $F(z)$ is an arbitrary function. The ODE (2.5) will be invariant under the group $\text{GL}(2, \mathbb{R})$, including the dilatations generated by $X_4$ if we restrict $F(z)$ to be $F(z) = \alpha z^{3/2}$. Eq. (2.5) specializes to

$$x^2(y'y'' - 3y'^2) = \alpha (2xy'' + y')^{3/2}y^{1/2}$$  \tag{2.6}$$

where $\alpha$ is a constant.

By construction the ODEs (2.4) and (2.6) have symmetry algebras that make it possible to reduce them to quadratures.

For eq. (2.4) this provides two explicit solutions

$$y_{1,2}(x) = \begin{cases} y_b \pm \frac{2}{C} \sqrt{\gamma -Cx} & C \neq 0 \\ y_b \pm \frac{1}{\sqrt{\gamma}} x & C = 0. \end{cases} \tag{2.7}$$

The two branches of the solution for $C \neq 0$ intersect for $x = \gamma/C$ where we have $y_1 = y_2 = y_b$. After they become complex, the solution for $x = \gamma/C$ remains finite but all its derivatives become infinite.

For eq. (2.6) the quadratures lead to an implicit solution:

$$y = y_0 + C_1 \int_0^x e^{\int_0^t f(s)ds} dt$$  \tag{2.8}$$

where $f(x)$ satisfies

$$f(x) = \frac{1}{2x} \left[ \frac{1}{Kx} \left( \frac{\sqrt{2xf(x) + 1} + \alpha - \sqrt{\alpha^2 + 1}}{\sqrt{2xf(x) + 1} + \alpha + \sqrt{\alpha^2 + 1}} \right) \frac{x - \sqrt{x^2 + 1}}{\sqrt{x^2 + 1}} \right] - 1$$  \tag{2.9}$$

($K \neq 0, C_1$ and $y_0$ are constants).

Eq. (2.6) provides a good example. The symmetry group is large enough to reduce to quadratures. This however really means that we have replaced a differential equation for $y(x)$ by a functional equation (2.9) for $f(x)$. To obtain a graph $y = y(x)$ we still have to do numerical calculations.

### 2.2 The difference invariants

Let us consider four points $x_k$ on a line and the values $y_k = y(x_k)$ at these points:

$$(x_{n-1}, x_n, x_{n+1}, x_{n+2}, y_{n-1}, y_n, y_{n+1}, y_{n+2}) \tag{2.10}$$

The $\text{SL}(2, \mathbb{R})$ group generated by the prolongation of the vector fields (2.1) to the points (2.10) will transform these points in the $(x,y)$ plane but will leave certain functions of them invariant. We
calculate these invariants using known methods [2,...,7]. The result is that out of these coordinates we can construct five 4-point difference invariants

\[ I_1^n = \frac{y_n - y_{n-1}}{\sqrt{x_n x_{n-1}}}, \quad I_1^{n+1} = \frac{y_{n+1} - y_n}{\sqrt{x_{n+1} x_n}}, \quad I_2^{n+1} = \frac{y_{n+1} - y_{n-1}}{\sqrt{x_{n+1} x_{n-1}}} \]  

(2.11)

\[ I_1^{n+2} = \frac{y_{n+2} - y_{n+1}}{\sqrt{x_{n+2} x_{n+1}}}, \quad I_2^{n+2} = \frac{y_{n+2} - y_n}{\sqrt{x_{n+2} x_n}}. \]  

(2.12)

We mention that \( I_1^{n+1}, I_1^{n+2} \) are just upshifts of \( I_1^n, I_2^{n+2} \) is an upshift of \( I_2^{n+1} \). Moreover, \( I_1^n, I_1^{n+1} \) and \( I_1^{n+2} \) involve coordinates of the first three points only.

Let us now obtain difference schemes for the ODEs (2.4) and (2.6). We put

\[ h_n = x_n - x_{n-1}, \quad h_{n+1} = x_{n+1} - x_n, \quad h_{n+2} = x_{n+2} - x_{n+1} \]  

(2.13)

and expand \( y_{n+k} \equiv y(x_{n+k}) \) about some point \( x_0 \). First of all, we notice that the equation

\[ I_1^{n+1} - I_1^n = 0 \]  

(2.14)

provides a good lattice. Indeed expanding (2.14) about the point \( x_n \) we obtain

\[ I_1^{n+1} - I_1^n = \frac{y'}{x} (h_{n+1} - h_n) + \frac{xy'' - y'}{x^2} (h_{n+1}^2 + h_n^2) + \ldots \]  

(2.15)

In the continuous limit we put

\[ h_n = \alpha_n \epsilon \]  

(2.16)

where \( \alpha_n \) are constants of the order \( \alpha_n \sim 1 \) and take \( \epsilon \to 0 \). From eq. (2.14) and (2.15), we see that for \( \epsilon \to 0 \) we have

\[ \alpha_{n+1} - \alpha_n \sim 0(\epsilon) \]  

(2.17)

(if \( \frac{xy'' - y'}{2x} \) is finite)

Let us now approximate the continuous invariants \( I_1^c \) and \( I_2^c \) of eq. (2.3). To obtain \( I_1^c \), we need 3 points \( (n-1,n,n+1) \) or \( (n,n+1,n+2) \). From the expansion of \( I_1^{n-k} \) and \( I_1^{n+1} \), we see that the correct expression is

\[ J_1^{n+1} = 8 \frac{(I_1^{n+1} - (I_1^n + I_1^{n+1}))}{I_1^2 (I_1^n + I_1^{n+1})} = \frac{2xy'' + y'}{y^3} \frac{3y'^2 + y'y''}{3y^4} (h_{n+1}^2 - h_n^2) + O(h^2) \]  

(2.18)

and similarly for \( J_1^{n+2} \) (an upshift of \( J_1^{n+1} \)). We can now consider \( \{I_1^n, I_1^{n+1}, I_1^{n+2}, J_1^{n+1}, J_1^{n+2}\} \) as a basis for the four point difference invariants. Both \( J_1^{n+1} \) and \( J_1^{n+2} \) have the differential invariant \( I_1^c \) as their continuous limit. Moreover, on the lattice (2.14), this is an approximation of the order \( \epsilon^2 \) (see (2.15), (2.17), (2.18)).

To approximate \( I_2^c \) we must use all 4 points. Indeed, we have

\[ K^{n+2} = \frac{3}{2} \left( \frac{J_2^{n+2} - J_2^{n+1}}{I_1^{n+1} + I_1^{n+2}} \right) = \frac{x}{y^5} (y'y'' - 3y'^2) + (h_{n+2} - h_n) R(x,y,y',y'',y'''(4)) \]  

(2.19)
where \( R \) is some differential expression (that is easy to calculate). Thus \( K^{n+2} \) goes to \( I_2^{n} \) for \( \varepsilon \to 0 \) and provides an approximation of order \( \varepsilon^2 \) on the lattice (2.14) (since (2.14) implies also \( I_1^{n+2} = I_1^{n+1} = I_1^n \equiv I_1 \) with \( I_1 \) independent of \( n \)).

### 2.3 Difference schemes for the second order equation

We put

\[
J_1^{n+1} = y, \quad I_1^{n+1} = I_1^n \equiv I_1 .
\]

From eq. (2.20) we obtain

\[
I_2^{n+1} = I_1 (\frac{y}{4} I_1^2 + 2) \equiv \beta .
\]

Since \( I_1 \) is a constant (depending on the initial conditions \((x_0, y_0, x_1, y_1)\)) \( \beta \) will also be a constant.

The scheme (2.20) can be solved explicitly for \( x_{n+1} \) and \( y_{n+1} \) and we obtain

\[
x_{n+1} = x_n \left[ \frac{y_n - y_{n-1}}{\beta x_n - (y_n - y_{n-1})} \right]^2 , \quad y_{n+1} = \frac{\beta x_{n-1} y_n - (y_n - y_{n-1}) y_{n-1}}{\beta x_{n-1} - (y_n - y_{n-1})} .
\]

Thus, the invariant scheme is an explicit and linear one and moreover it is of the order \( \varepsilon^2 \). By comparison, a standard scheme of order \( \varepsilon^2 \) will be implicit and \( y_{n+1} \) will be obtained by solving a cubic equation. An explicit standard scheme will be of order \( \varepsilon \). We mention here that it is the difference scheme that converges to the ODE like \( \varepsilon^2 \). This does not guarantee that the same is true for the solutions.

### 2.4 Difference scheme for the third order ODE

From eq. (2.19) we see that an invariant difference scheme for the third order equation (2.5) is obtained by putting

\[
K^{n+2} = F(J_1^{n+1}), \quad I_1^{n+2} = I_1^{n+1} = I_1^n \equiv I_1 .
\]

Alternatively, we can put

\[
K^{n+2} = F \left( \frac{J_1^{n+1} + J_1^{n+2}}{2} \right), \quad I_1^{n+2} = I_1^n \equiv I_1 .
\]

Both schemes converge to the ODE like \( \varepsilon^2 \). The scheme (2.23) can be solved explicitly for \( x_{n+2} , y_{n+2} \) and we obtain

\[
x_{n+2} = \frac{x_n}{(1 - \omega_{n+1})^2} , \quad y_{n+2} = \frac{y_n - \omega_{n+1} y_{n+1}}{1 - \omega_n}
\]

where we have defined

\[
\omega_{n+1} = \frac{I_1^2}{4} \left[ 2I_1 F(J_1^{n+1}) + J_1^{n+1} \right] \sqrt{\frac{x_n}{x_{n+1}}} .
\]
We stress that \( I_1 \) is a constant (independent of \( n \) and determined by the initial conditions) but \( J_n^{n+1} \) and hence \( \omega_n+1 \) depend on \( n \) and must be calculated at each step using

\[
J_n^{n+1} = \frac{4}{\sqrt{x_n+1}x_n-1} \left[ \frac{y_n+1 - y_n-1 - 2I_1 \sqrt{x_n+1}x_n-1}{\sqrt{x_n+1}x_n-1} \right] \quad (2.27)
\]

Thus the SL(2,\( \mathbb{R} \)) invariant scheme is a very simple one for any function \( F(J_1) \): \( x_{n+2} \) and \( y_{n+2} \) are obtained explicitly in terms of their values at \( n-1 \), \( n \) and \( n+1 \). The standard scheme will be nonlinear and hence implicit. The condition \( I_n = I_n^{n+1} \) in (2.23) is actually quite restrictive for third (and higher) order ODEs. The constant \( I \) is determined by the initial conditions and (2.23) imposes a relation between \( y(0) \), \( y'(0) \) and \( y''(0) \). For general initial conditions a relation of the type \( I_{n+1} = \gamma I_n \) is more suitable (\( \gamma \) is determined in terms of the initial conditions).

3 One dimensional realization of sl(2,\( \mathbb{R} \))

3.1 The Lie algebra and differential invariants

The Lie algebra is realized by the vector fields

\[
X_1 = \partial_y, \quad X_2 = y\partial_y, \quad X_3 = y^2\partial_y \quad (3.1)
\]

so \( x \) is an invariant quantity. The lowest order differential invariant is the Schwartzian derivative

\[
I_1 = \frac{1}{y'2} \left( y'y''' - \frac{3}{2}y''^2 \right) \quad . \quad (3.2)
\]

Thus the equation

\[
\frac{1}{y'2} \left( y'y''' - \frac{3}{2}y''^2 \right) = F(x) \quad (3.3)
\]

will be invariant under this realization of SL(2,\( \mathbb{R} \)) for any function \( F(x) \). For \( F(x) = \text{const.} \) eq (3.3) is invariant under GL(2,\( \mathbb{R} \)) generated by (3.1) and \( X_4 = \partial_x \). For \( F(x) = 0 \) the ODE is invariant under SL(2,\( \mathbb{R} \)) \( \otimes \) SL(2,\( \mathbb{R} \)).

3.2 Invariant difference scheme

The ODE (3.3) can be approximated by a four point difference scheme. The space of difference invariants is five dimensional and is generated by

\[
\begin{align*}
R_{n+2} &= \frac{(y_{n+2} - y_n)(y_{n+1} - y_{n-1})}{(y_{n+2} - y_{n+1})(y_{n+1} - y_n)}, \quad x_{n-1}, \quad x_n, \quad x_{n+1}, \quad x_{n+2} \quad (3.4)
\end{align*}
\]

and the ODE (3.3) is approximated by

\[
\begin{align*}
J_{n+2} &= \frac{4 - R_{n+2}}{2h^2} = F(x_n, h) \quad (3.5) \\
h_{n+1} &= h_n = h, \quad F(x_n, 0) = F(x) \quad (3.6)
\end{align*}
\]
Figure 1: Behaviour of the symmetry preserving scheme near the singularity for eq. (2.4)

We have chosen a uniform lattice but any equation $E(x_{n-1}, x_n, x_{n+1}, x_{n+2}) = 0$ will provide an alternative invariant lattice.

The scheme (3.5) can be solved explicitly and we obtain

\[
x_{n+2} = x_{n+1} + h = (n + 2)h + x_0, \quad y_{n+2} = \frac{K_n(y_n - y_{n-1})y_{n+1} - (y_{n+1} - y_{n-1})y_n}{K_n(y_n - y_{n-1}) - (y_{n+1} - y_{n-1})} \tag{3.7}
\]

where we have put

\[
K_n = 4 \left[ 1 - \frac{h^2}{2} F \left( x_n + \frac{h}{2} \right) \right]. \tag{3.8}
\]

Expanding $J^{n+2}$ in (3.5) about the point $x_n + \frac{h}{2}$ we obtain

\[
K_n = \frac{1}{y^2} \left( y'y'' - \frac{3}{2} y'^2 \right) + O(h^2). \tag{3.9}
\]

Thus the scheme (3.7) approximates the ODE (3.3) with second order accuracy and the scheme is explicit and linear.

A standard scheme which is second order accurate will be implicit and $y_{n+2}$ will be calculated from an algebraic equation (at least quadratic).
4 Numerical analysis

In this section we concentrate on the two-dimensional realization of $\text{sl}(2,\mathbb{R})$ and apply the symmetry preserving and standard schemes to (2.4) and (2.5). For some numerical results concerning the
4.1 Second order equations

The general solution of (2.4) is given in (2.7) for \( C \neq 0 \). On Fig. 1 we show the exact solutions \( y_1 \) (increasing branch) and \( y_2 \) (decreasing branch) for \( \gamma = 150, y_b = 5, C = e^2 \). The step for the exact solution was \( h = 0.05 \). The symmetry preserving method integrates \( y_1 \) up to the singularity at \( x = x_0 = \gamma/C \sim 20.3 \) then continues along the second branch \( y_2 \) to its ‘initial’ value. The standard method fails to converge close to the singularity (where the solution becomes complex).

4.2 Third order equation

Let us now consider eq. (2.6) with \( \alpha = -1 \). We put \( I^{n+1}_1 = \gamma I^n_1 \) where \( \gamma \) is determined by the initial conditions. As the step \( h \) tends to zero, \( \gamma \) will tend to \( \gamma = 1 \) as required in eq. (2.14).

On Fig. 2 we compare the accuracies of the standard and symmetry preserving scheme. Since in this case no exact analytic solution is available we compare with a reference solution using a Matlab Runge-Kutta scheme with a tolerance on the error set at \( \text{tol} = 10^{-9} \). The initial conditions were set at \( y_0 = 1, y_0' = 10, y_0'' = -4 \) and this corresponds to a solution with no singularity on the real axis for \( 0 \leq x \leq 16 \). We see that the accuracy is better for the symmetry preserving scheme by a factor of 10.

A singular solution is shown on Fig. 3. The initial conditions were set at \( y_0 = 1, y_0' = 1, y_0'' = 3 \) and a singularity occurs for \( x \sim 1.7 \). Matlab solvers and standard schemes stop providing solutions close to the singularity. The symmetry preserving method approaches the singularity closely and then continues along the second branch of the singular solution towards an appropriate initial condition. Qualitatively we have the same features as for the second order equation (2.4). The solution itself stays finite but its derivative becomes infinite at the singularity.

5 Conclusions

The main conclusion that we draw from the examples so far considered is that the symmetry preserving schemes are actually simpler than the standard ones. We have shown that they can be explicitly solved (see eq. (2.22) and (2.25)) while preserving second order accuracy. Not surprisingly, the numerical calculations confirm that the symmetry preserving schemes have better accuracy and provide better results close to singularities.

A specific conclusion from Fig. 1 and Fig. 3, born out by other examples [1], is that the symmetry preserving method provides qualitative information about singularities of the solutions, not available from standard methods. We can not only pinpoint the position of the singularity. We also see from the curves that the solution itself remains finite, but its derivative becomes infinite. In addition we see that it is a square root type singularity. Indeed if we follow the solution backwards from the singularity at \( x = x_b \) we see two different branches. For the second order equation (2.4) this behaviour is obvious from the explicit solution (2.7). For the third order equation (2.6) this is not visible without numerical calculations.
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