Tetrode Spike Detection Method Based on Quaternion Principle Component Feature Extraction
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Abstract—Multi-unit recording of tetrode has been used in spike detections for many years, but traditional feature extraction methods of spikes sorting based on analyzing correlations of single channel data don’t consider relations of each channel data. A new feature extraction method based on quaternion principle component analysis (QPCA) algorithm used for sorting the tetrode spikes trains is presented. A quaternion vector formed of four-dimensional numbers can replace a set of tetrode spikes data. Firstly, the four channels of spikes were achieved using dual threshold detection method. We used the modulus values of the vectors grouped by 4 channels corresponding data to constitute the new features vectors of spikes through QPCA algorithm. The features vectors contain correlations of 4 channels. Our method fully fuses the information of tetrode data. Thus it has higher clustering accuracy than traditional feature extraction methods.
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I. INTRODUCTION

In the last decades, multichannel electrode recordings have been proved to be a key technique in studying the population activities of the brain [1] [2]. Especially tetrode technology made it easier to record simultaneously from large numbers of neurons [3] [4]. But this also generated some new challenges in analysis of multichannel spike datasets.

Many spike separation and classification methods have been proposed. Yuan Yuan, and Chenhui Yang presented a robust and automatic spike detection and sorting system named the M-Sorter which was equipped with the multiple correlation of wavelet coefficients (MCWC) and a template matching classification [5]. Chaitanya Ekanadham presented a unified frame for automatic identification of neural spike, which used the Continuous Basis Pursuit (CBP) algorithm to classify spikes [6]. Quiroga presented a unsupervised classification method on the wavelet and superparamagnetic clustering [7]. Hulata proposed a spike detection and sorting algorithm based on wavelet packets and Shannon’s mutual information [8]. The Independent component analysis and SOM algorithm was applied to the multi electrode record spike classification of the central nervous system by Hermle [9]. Wood and Black applied nonparametric Bayesian alternative to spike of classification [10]. Chah E proposed Laplacian eige-nmaps and k-means clustering algorithm for automated spike classification [11].

All the proposed algorithms handle multichannel spikes with serial processing methods, which is a common drawback. They deal with individual single-channel spike data one by one, and then connect the features of each channel to constitute a long feature vector. These methods separate the link between multichannels and losts the coupling information between the multichannels.

The quaternion is a member of noncommutative division algebra which was invented by William Rowan Hamilton. Recently quaternion-based signal processing methods have been proposed such as quaternion principle component analysis [12], quaternion independent component analysis [13], quaternion Fourier transform [14], quaternion Gabor filter etc [15] [16].These quaternion-based algorithms have offered many useful applications in pattern recognition, vector-sensor signal processing, colorful image processing, blind extraction, adaptive filtering [17-22].

This paper proposes a novel approach for tetrode data model and spike sorting based on the algorithm of quaternion signal processing. The paper is organized as follows. We first introduce the concept of quaternion and extend the principle component analysis (PCA) algorithm to the field of quaternion—quaternion principle component analysis (QPCA). Secondly, we propose our algorithm combined quaternion principle component analysis feature extraction and K-mean
II. QUATERNION PRINCIPLE COMPONENT ANALYSIS

A brief introduction about quaternion and quaternion principle component analysis is presented in this section. The concept of the quaternion was introduced by Hamilton in 1843, which is a generalization of a complex number. The set of quaternion is denoted by \( H \), which is a single example of a more general class of hypercomplex numbers. The quaternion is not commutative, it is associative, and it forms a group known as the quaternion group. By analogy with the complex numbers being indicated as a sum of real and imaginary parts, a quaternion can also be written as a linear combination

\[
H = a + bi + cj + dk
\]

The quaternion satisfies the following identities which known as Hamilton's rules,

\[
i^2 = j^2 = k^2 = -1
\]
\[
ij = -ji = k
\]
\[
jk = -kj = i
\]
\[
ki = -ik = j
\]

The quaternion can be represented in complex 2 \( \times \) 2 matrices

\[
\begin{bmatrix}
z & w \\
w & z
\end{bmatrix} = \begin{bmatrix}
a+ib & c+id \\
-c+id & a-ib
\end{bmatrix}
\]

where \( z \) and \( w \) are complex numbers, \( a, b, c, d \) are real, and \( z \) is the complex conjugate of \( z \).

Next, we introduce some quaternion matrix algebra tools. The decompositions of quaternion matrices as a PCA techniques are presented such as quaternion singular value decomposition, quaternion eigenvalue decomposition and quaternion Karhunen-L'oeve transform. \( N \) training samples build a matrix \( S_m = [Q_1, Q_2, \ldots, Q_n] \). Each column is a quaternion vector of sample data and its length is \( m(64 \times 64) \). Given the matrix \( S_m \), its covariance is \( C_{mn} \). However, calculating the eigenvectors and the eigenvalues of the matrix \( C_{mn} \) is not easy for such a high dimension. In a small number of samples \( n \), it is still easy to compute eigenvectors and eigenvalues of matrix \( C_{mn} \).

\[
C = \frac{1}{n-1} E^T E
\]
\[
E = S \tilde{S}
\]

\[
S(x,y) = \frac{1}{n} \sum_{x=1}^{n} S(x), x=1K, y=1K
\]

Where \( * \) is the conjugate-transposition operator for a quaternion matrix. \( C_{mn} \) is a Hermitian matrix, so through Householder transformations, it could be tridiagonalized to obtain \( B \), which is a real tridiagonal symmetric matrix, and \( P \) , which is used to compute matrix:

\[
C_{mn} = P^T B P
\]

Matrix \( B \) is a real matrix, so eigenvectors of \( B \) are easily calculated. \( V_{ii} \) represents the eigenvectors matrix of \( B \), each column of \( V_{ii} \) is an eigenvector of matrix \( B \). Thus eigenvectors of \( C_{mn} \) can be calculated as:

\[
V_c = P^T V_b
\]

Eigenvalues of \( C_{mn} \) are eigenvectors of matrix \( B \) as well. \( D_c \) is used to represent eigenvalues of \( C_{mn} \). Now we have the eigenvectors and the eigenvalues of matrix \( C_{mn} \). Finally eigenvalues and eigenvectors of matrix \( C_{mn} \) is computed by:

\[
V = E V_c
\]

\[
D = \frac{n-1}{m-1} D_c
\]

Where \( V \) consists of eigenvectors of \( C_{mn} \), and \( D \) consists of eigenvalues of \( C_{mn} \). Eigenvalues \( D \) is sorted in descending order, and an energy ratio is defined as:

\[
\text{ratio} = \frac{\sum_{i=1}^{p} D_i}{\sum_{i=1}^{n} D_i} \times 100\%
\]

Where \( D_i \) is the \( i \) th eigenvalue. Given an energy ratio, the number of the eigenvalues \( p \) can be calculated by using (14). We can get the projection matrix \( P \) by the first \( p \) eigenvectors in the matrix \( V \). In general, the energy ratio is set to 90% for a balance between accuracy and feature dimension.

If there is an input quaternion sample \( s \), the QPCA feature \( f_{QPCA} \) is calculated as:

\[
f_{QPCA} = PS \widetilde{s}
\]

For more details on this subject, interested readers can consult other papers for complete overview and state in the field of quaternion in [23] [24].

III. DATA SIMULATION

Firstly, we constructed simulated single channel spikes using a dataset of 126 different spike shapes. Three kinds of distinct spikes were selected randomly in the dataset and were superimposed on the background noises at random times. The amplitude of the selected spike was normalized to have a peak value of 1. The standard deviation of noise signals is equal to 0.05, 0.10 and 0.15 relative to the amplitude of the spikes. The three kinds of spikes on the basis of Poisson distribution of inter spike intervals with a mean firing rate is equal to 25Hz.
Fig. 1 shows the simulated spike data with noise level 0.1. Fig. 1 A shows the three kinds of distinct spike; Fig. 1 B shows the simulated four channel spikes.

IV. DESCRIPTION OF THE METHOD

(1) Reprocessing data; (2) quaternion principle component analysis algorithm; (3) K-mean cluster. Fig. 2 gives the three fundamental steps of the algorithm. Each step will be explained in subsequent sections.

A. Spike detection

Spike detection is achieved with dual-threshold detection method. In this way, the false positive and missed spikes of threshold detection method in peak potential have a certain degree of reduction. According to spike waveforms with positive and negative characteristics of two-way voltage thresholds, we choose positive or negative thresholds. Assuming that $i_x$ is the amplitude of the electrical signal peaks in each sampling point, $n$ is the peak electrical sampling points. Commonly automatic threshold based on the standard deviation is used below:

$$\text{Thr}_i = a \times s = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-1}}$$

When a negative peak voltage signal is below the negative threshold or positive peak voltage is higher than the positive threshold, the signals are considered to be a spike. Get all greater points than the threshold by setting a threshold to find where the points of description of the maximum amplitude method. Depending on the length of the spike and the sampling frequency we get each spike points. Due to the duration of a spike in 1-2ms, the length of the signal conforms spike duration, before judging it as a spike. We repeated the process until finding all the spikes.

The detected spikes are then up sampled based on the sampling theorem, and the spike waveforms were realigned by peak position.

B. Feature vector extraction

For the multichannel data, traditional method stacks each waveform matrix to yield a new vector, and concatenate stacked waveforms to obtain the multichannel data matrix. And then QPCA is used to get the low-dimensional representations.

Feature vectors extraction process has four steps:

Firstly, for each channel, the resampling waveforms with 64 point are aligning and corresponding points in four channels construct a quaternion. Thus, we construct quaternion spike matrix from the 4 channel spikes.

Secondly, we employ quaternion principal component analysis (QPCA) to get the first five quaternion principal components of the quaternion waveform set.

Thirdly, we use geometrical odd algorithm to create new feature vectors.

Finally, A 5-dimensional quaternion feature vector is then created for four channels spikes by projecting the multichannel spike waveforms onto the three principal components.

C. Clustering

Since quaternion principal components analysis feature extraction algorithm widely make use of the data of four channels to reflect the information. Subsequently selection of clustering algorithm is relatively simple. We choose K-means clustering algorithm to classify different spikes. This method defines the clustering locations as the mean of data. A spike is classified to whichever cluster has the closest mean based on Euclidean distance. Given a set of observations $(x_1, x_2, ..., x_n)$, where each observation is a D-dimensional real vector, K-means clustering aims to partition the $n$ observations into $k$ sets $(k \leq n)$ $S = \{S_1, S_2, ..., S_k\}$ so as to minimize the within-cluster sum of squares (WCSS):
and the cluster centre is a chosen distance measure between a data point $x_{ij}$ and the cluster centre $c_j$.

Fig. 3 shows the result of spikes clustering. Fig. 3 A shows waveforms of different kinds of spikes in different color. Fig. 3 B is the scatter diagram of clustering result.

Though the number of clusters should correspond to the number of neurons ideally, but there are some factors that affect such a simple interpretation. So choosing the number of clusters is a most difficult problem. In this paper we choose a method which based on inter spike interval histogram to guide decisions about whether a class represents a single neuron.

V. CONCLUSION

Tetrode recording technology has been widely applied in assessing simultaneous neural activity in neural scientific studies. Spike detection and classification is worth discussing in the field of neural signal analysis. In this paper, we propose a novel feature extraction method for multichannel spike data based on quaternion principle component algorithm. By using the data simulated with four channels spike, this method presents a better classification performance than traditional methods.
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