Application of BP Neural Network in Face Recognition
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Abstract—A face recognition model is established, and three training strategies i.e. sampling training, batch training and integrity training are studied. The recognition model designed includes image compression, image sampling, input vector standardization, BP neural network and competition selection. Experimental results demonstrate that the recognition model is simple and has a high recognition rate.
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I. INTRODUCTION

Face towards identifying major rise in two areas (1) the widespread use of the camera creates a demand for people in front of computers automatic shooting. By using color and size of the operation, can easily locate the person sitting in front of the computer face. By determining that the person is staring straight face to have a computer or deflection can know whether the current user interface attractive to users, which in children's education systems, computer games, and even traffic electronic eyes have a wide range of applications. (2) Used in video retrieval or content-based image retrieval precise person's face toward the system. Traditional detection methods for each face towards the corresponding detector are designed, while the system may face toward the face direction corresponding to various suitable detectors which can reduce the error rate and adjusting the computational cost of each detector. In summary, the identification of the face toward the video recognition analysis of human behavior is significant, toward the free face is typical of an important part of the discriminant analysis problems. The subject of this study is based on the picture of the face towards the classification problem, by a group of people face image analysis, image library five images per person, face orientation were: left, front left, front, right front, and the right, shown in Figure 1:

Figure 1. Face orientation: left, front left, front, right front, and the right.

Different characteristics of the person towards the parts, such as the position of the eyes, nose, and mouth clear differences between the orientations of this as the basis for identification.

II. BP NEURAL NETWORK FACE TOWARD RECOGNITION

BP network is based on the error back propagation algorithm (Error Back Propagation) to construct the multi-forward neural network, which is before the nonlinear differentiable function to weight training multilayer networks. Currently BP network has become the most widely used neural network, according to statistics; nearly 90% of the neural network is based on the BP network.

Structurally, the most left-layer BP network input layer, the right-most layer is the output layer, the middle of the hidden layer, which layers may be one or more layers (as shown), each layer of the network connection weights can be adjusted by learning. BP network consists of an input layer, an intermediate layer and an output layer, the intermediate layer is hidden layer may be a layer or layers. In this system, uses a three-layer BP network, which is only one hidden layer.
A. Design input layer and output layer

The number of input layer neurons depends on the input dimension of the sample. If a face image of size 420×420 pixel gray feature direct input, the input layer node number will reach 176,400, the general practice is to reduce the dimension of the input image and extract effective features. Therefore, the number of nodes in the input layer depends on the number of sample characteristics. Use BP network as a classifier, the number of human face toward its category number (i.e., left, left front, front, right front and right) classification, so the number of nodes in the output layer is 3.3 nodes can take some of this combined value: 110,100,010,001,011, described here in order to facilitate the issue, let us first briefly consider the output is an integer, each node in the output layer that is a non-zero value, when the three nodes to 0, returns rejection.

B. Select the hidden layer nodes

Hidden nodes choice is very complex, and if the number of nodes is too small, the network will not be able to create complex judgments boundary, so that the network cannot be trained, or even trained, the network is not "strong", not previously see if they cannot identify over the sample, fault tolerance is poor; But if there are too many, it will make the learning time is too long, slow convergence require a longer training time, generalization ability of the network at the same time will be reduced, but the error is not necessarily the best, hence the need to find an optimal hidden nodes.

If a single training three BP network hidden layer, the first hidden layer can initially choose the number of nodes according to the following empirical formula:

$$h = \sqrt{n + m + a}$$  \hspace{1cm} (1)

Where, m is the number of input nodes, n is the number of output nodes, usually, a value that can be an integer from 1 to 10 in less than, the specific values of hidden nodes or to be the case based on the experimental results good or bad decision. Because the ability to consider the correct classification of the network, but also consider the network training convergence speed and other factors in order to better judge.

How to select the number of hidden layer neurons is appropriate, it does not have a clear theoretical conclusions, literature mentioned are: trial and error method, growth method, pruning methods, evolution and adaptive methods.

The empirical formula is used:

$$S_{max} = \text{int}\left[\sqrt{\sqrt{0.43mn + 0.12n^2 + 0.54m + 0.77n + 0.86}}\right]$$  \hspace{1cm} (2)

Here, \(\text{int}(x)\) is a rounding function, \(m\) and \(n\) represents the number of input layer and output layer neurons.

III. EXPERIMENTS AND RESULTS ANALYSIS

A. Face image preprocessing

1) Image Compression

The input image is generally relatively high accuracy; there is a lot of redundant information. To avoid neural network structure is too complex, before entering the neural network must be image compression. Image compression usually interpolation algorithms, including neighbor interpolation, bilinear interpolation and bicubic. Interpolation algorithm to the image quality of the relationship between the degree of distortion, interpolation function is designed to be the core issue of the interpolation algorithm.

A represents f(x) set interpolation, h(x) represents the interpolation kernel, the interpolation formula for

$$f(x) = \sum_{j=0}^{k-1} C_j h(x - x_j)$$  \hspace{1cm} (3)

Where \(C_i\) represents the weight factor, The formation of different options interpolation nuclear different interpo-
lation algorithms. This article cubic interpolation kernel function, the size of the interpolation neighborhood chosen $4 \times 4$, then the size of the output pixel value is the weighted average effective point $4 \times 4$ matrix contains.

2) **Image sampling**

The so-called image sampling is the two-dimensional image matrix compression line after line after pulling into a one-dimensional column vector, and its purpose is to facilitate the subsequent neural network input.

3) **Input vector standardization**

Image sample output is one-dimensional column vector whose elements range is $[0,255]$. If you direct the column vector input neural network training, due to the greater value, is bound to affect the calculation of the efficiency and convergence rate. Therefore, before the column vector input neural network input vector standardization should be implemented.

Set of input vectors for $x \in \mathbb{R}^d$, output vector for $x' \in \mathbb{R}^d$, $x_{\text{max}}$ is the maximum value of the input vector $x$, $x_{\text{min}}$ is the input vector $x$ in the minimum, then the input vector standardization process can be described as:

$$x' = \frac{x-x_{\text{min}}}{x_{\text{max}}-x_{\text{min}}}$$ (4)

Obviously, the input vector standardization is implemented linear mapping of the input vector, the input vector elements range from $[0,255]$ convert between $[0,1]$ easier to adjust and subsequent operation of neural network weights and thresholds.

B. **Training programs**

In this paper, the original image is taken from the ORL face database. The database consists of 40 people, each 10, the size of $112 \times 92$, gray scale face image 256 formed. Training set consists of a total of five former 200 per person, the face image is composed, the test set by the person 5 Total 200 face images composed, and the training set and test set of face images do not overlap. Sample arrangement of the training set for five sample image of the first category; 5 image of the second category of samples; ...; 5 40th class image samples.

After the input image compression processing, converted the $112 \times 92$ to $7 \times 6$ dimensional image dimension. BP network input layer nodes 42, 70 hidden layer nodes and output layer nodes are 40. Experiment, with the use of the three training strategy, the formation of several training programs are as follows.

**Scheme I.** First sampled the implementation of the program of training samples, and then complete the implementation of the training sample. 5 is taken as the sampling interval. That first image of the first one first class training samples, and then a picture of the first second category of samples for training, and so on, until the first one image 40 categories of training samples have been exhausted. Finally, the sample integrity training.

**Scheme II.** To implement the odd sample sampling training, followed by the implementation of the even samples sampling train, the last sample of the full implementation of the training.

**Scheme III.** Sample batch training program implementation. That is the first of five first class image samples for training, then on the first category, 10 images a second category of samples for training, and then the first category, the first two categories, the first three categories of samples 15 images training, and so on, until the completion of training for 200 samples so far.

**Scheme IV** First sample batch program to implement the training, and then complete the implementation of the training sample. The samples of the same class in the training set during the training a batch training, i.e., five images of the same category as a group for training.

**Scheme V** Implemented a complete training program samples.

The difference scheme I and II of the program is that the sampling interval. Every program I sample are different categories of income, the larger the sampling interval. III differs from program to program IV that the batch size. III program by batch size is the number of samples of different types of exponentially growing; while program IV batch size is fixed on the number of samples of the same class.

<table>
<thead>
<tr>
<th>Training programs</th>
<th>FAR training set%</th>
<th>FRR training set%</th>
<th>FAR test set%</th>
<th>FRR test set%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme I</td>
<td>0</td>
<td>0</td>
<td>6.5</td>
<td>0</td>
</tr>
<tr>
<td>Scheme II</td>
<td>0</td>
<td>0</td>
<td>7.5</td>
<td>0</td>
</tr>
<tr>
<td>Scheme III</td>
<td>0</td>
<td>0</td>
<td>9.5</td>
<td>0</td>
</tr>
<tr>
<td>Scheme IV</td>
<td>0</td>
<td>0</td>
<td>7.5</td>
<td>0</td>
</tr>
<tr>
<td>Scheme V</td>
<td>0</td>
<td>0</td>
<td>10.5</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 1 shows the experimental results. Where the sample sampling error and sample batch training error are taken as 0.62, the sample is taken as 0.5 full training errors, the maximum limit of 876 training times, learning rate to take 0.01.

From Table 1, the training program I recognition rate 93.5%; program II and IV programs reached 92.5%, up 90.5 percent III program, the program V up to 89.5%. All programs of training and test sets of FRR were 0%, the training set of learning was 100%. Obviously, I plan to identify higher than plan II, described BP network continues to study samples of the new category, better network performance. IV identification scheme is higher than the scheme III, described BP networks will all samples of the same class together to learn, better network performance. Scenario III recognition rate is not very high, but it has a feature that when increasing the number of training samples, the entire network without having to re-train, just to add to the training samples. V program lowest recognition rate, indicating that the training sample gradually added more than a one-time adjustment to join the network performance is better. Conventional training methods commonly used scheme V, sample integrity training strategy if you plan to use V compatible with other training strategies, such as the scheme I, the recognition rate will be greatly enhanced.

In this paper the literature [1] neural network error rate of 3.8% compared to the program, although I error rate was 6.5%, but the recognition model is simple and can meet the actual requirements. And training strategy program I use to make BP network has good nonlinear mapping feature, reached a high recognition rate. This also shows that BP network to simulate the working mechanism of the human brain, as people in the learning process if appropriate learning method can improve the efficiency of learning the same.

IV. CONCLUSION

This article will BP neural network for face recognition, the establishment of a recognition model to study the sample sampling train, the impact of training and sample the complete sample batch training three training strategies for recognition rate. Simulation experiments with ORL face database, the results show that the simple recognition model in this paper, the use of proper training strategy to improve the training speed and training efficiency, making the model classification performance has improved significantly. Therefore, the identification model of this article and training strategy is feasible in practical applications. BP network can be the root cause of face recognition is that it can achieve a special nonlinear mapping the input space is transformed to the output of the sheets into the space, making the output space classification problem becomes simple.
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