Abstract

We begin the paper studying the axioms that the inclusion measure of an element in another element of a lattice and the similarity measure between two elements should satisfy. Next, we present a series of expressions of inclusion measures, first for intuitionistic values and then for intuitionistic fuzzy sets (or interval-valued, since they have a strong connection), discussing in both cases their properties. Then we discuss similarity measure which can be transformed by the proposed inclusion measure based on their axiomatic definitions. The similarity measures defined by the proposed inclusion measures of IFSs are seem reasonable.
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1. Introduction

Since fuzzy set was introduced by Zadeh [1], many new approaches and theories treating imprecision and uncertainty have been proposed. Intuitionistic fuzzy sets (IFSs)[2] and interval-valued fuzzy sets (IVFSs) [3]-[5] are two important intuitively straightforward extensions, which were introduced independently to alleviate some of the drawbacks of fuzzy set theory. IFSs assign to each element of the universe both a degree of membership \( \mu \) and one of non-membership \( \nu \) such that \( \mu + \nu \leq 1 \), thus relaxing the enforced duality \( \nu = 1 - \mu \) from fuzzy set theory. IVFS theory emerged from the observation that in a lot of cases, no objective procedure is available to select the crisp membership degrees of elements in a fuzzy set. It was suggested to alleviate that problem by allowing to specify only an interval \([\mu_1, \mu_2]\) to which the actual membership degree is assumed to belong. IFS theory and IVFS theory make descriptions of the objective world more realistic, practical, and accurate, making it very promising. They have been widely applied in different fields of science, for example De et al. [6] in medical diagnosis, Gorzalczany [7] and Bustince [8] in approximate reasoning, Turksen [9] and Cornelis et al. [10] in interval-valued and intuitionistic logic, etc..

Inclusion measure and similarity measure of fuzzy sets are two important topics in fuzzy set theory. An inclusion measure indicates the degree to which a given fuzzy set is contained in another fuzzy set. Many researchers have tried to capture this intuition by constructive approach [11]-[14] and axiomatic approach [15]-[17]. In paper [15], Sinha and Dougherty first listed nine properties that a reasonable inclusion measure should have and then proceeded to derive inclusion measures which have these properties. Young and Cornelis et al. gave the general form of axioms for an inclusion measure in [16] and [17]. On the other hand, the similarity measure is employed to determine whether a model or a rule should be matched with the expectation in pattern recognition and rule matching. Many authors have paid much attention to the theoretic study and application of fuzzy similarity measure. Pappis et al. have issued a series of papers [18]-[20] which take an axiomatic view to similarity measures. Liu [21] proposed an alternative set of axioms which is applied widely. In [22], Fan gives axioms for entropy, distance and \( \sigma \)-similarity. Wang et al. criticized Pappis’ work in [23], present a modified definition of similarity.

Some authors have investigated inclusion measure and similarity measure of IFSs and IVFSs. H. Bustince [24] introduced the interval-valued indicator of inclusion grade for interval-valued fuzzy sets which is appropriate for approximate reasoning. But that indicator is not coincide with the one proposed by Sinha et al. in fuzzy mathematical morphology. C. Cornelis and E. E. Kerre [25] gave the intuitionistic-valued inclusion measures of IFSs.
Grzgorzewski and E. Mrowka [26] gave the systems of axioms, characterizing the inclusion measure (subsethood measure) of intuitionistic fuzzy sets, which is close to that given by Young than by Sinha and Dougherty. However, the list of the axioms is too strict with the inclusion measure of an IFS, the inclusion measure based on the Hamming distance between IFSs suggested in this paper did not satisfy all of the axioms. J. H. Park, J. S. Park and Y. C. Kwon [27] defined and studied an kind of sophisticated inclusion measure of IFSs and applied it to interval-valued fuzzy topological spaces. Zhang and Fu [28] discussed the similarity measures on L-fuzzy sets. Li, Olson and Zheng [29] gave the comparative analysis of similarity measures between IFSs and the positive aspects of IFSs. In the following paper, we define an axiom definition of similarity measure in IFSs and IVIFSs, put forward some formulas to calculate inclusion measure and discuss the relation of the inclusion measure and similarity measure.

The rest of our work is organized as follows. In section 2, we recall some basic notions of IFSs and IVIFSs. In section 3, we introduce the concept of HM inclusion measure of two elements of a lattice and discuss the inclusion measure of two intuitionistic values and two IFSs; In section 4, the axiomatic definition of S similarity measure is proposed and a theorem is given to show that similarity measure can be transformed by the HM inclusion measure; The final section is conclusion.

2. IFS and IVFS theory

Throughout this paper, $X = \{x_1, ..., x_n\}$ is the universal set; $\mathcal{P}(X)$ and $\mathcal{F}(X)$ are the sets of all the crisp set and fuzzy sets in $X$ respectively; $D([0,1])$ is the set of all the closed subintervals of the interval [0,1]. $[\frac{1}{2}]_X$ is the fuzzy set of $X$ for which $[\frac{1}{2}]_X(x) = \frac{1}{2}, \forall x \in X$; $A_c$ is the complement of fuzzy set $A$ where $A_c(x) = 1 - A(x)$.

2.1. Definition, operations on IFSs(X)

Definition 1. [10] Intuitionistic value lattice $(L^*, \leq_{L^*})$ is a lattice defined on the intuitionistic value set $L^* = \{(\mu, \nu) \in [0,1]^2 | \mu + \nu \leq 1\}$ endowed with the following partial order:

$$(\mu_1, \nu_1) \leq_{L^*} (\mu_2, \nu_2) \Leftrightarrow \mu_1 \leq \mu_2, \nu_1 \geq \nu_2.$$ 

The operators $\wedge$ and $\vee$ on $(L^*, \leq_{L^*})$ are defined as follows, for $(\mu_1, \nu_1), (\mu_2, \nu_2) \in L^*$:

$$(\mu_1, \nu_1) \wedge (\mu_2, \nu_2) = (\min\{\mu_1, \mu_2\}, \max\{\nu_1, \nu_2\})$$

$$(\mu_1, \nu_1) \vee (\mu_2, \nu_2) = (\max\{\mu_1, \mu_2\}, \min\{\nu_1, \nu_2\}).$$

The lattice $(L^*, \leq_{L^*})$ is a complete lattice: for each $A \subseteq L^*$,

$$\sup A = (\sup\{\mu\}, \inf\{\nu\}), \forall (\mu, \nu) \in A,$$

$$\inf A = (\inf\{\mu\}, \sup\{\nu\}), \forall (\mu, \nu) \in A.$$ 

Definition 2. Let $(L, \leq)$ be a complete lattice and $\varphi : L \to L$ a mapping from $L$ to itself. The mapping $\varphi$ is called an order-reversing involution if following conditions are satisfied:

1. $\varphi(\varphi(a)) = a, \forall a \in L$;
2. $a \leq b \Rightarrow \varphi(b) \leq \varphi(a), \forall a, b \in L$.

In the following paper, we define $c(a) = a^c = 1 - a, \forall a \in L$, then $c$ is a order-reversing involution on $L$. For any $(\mu, \nu) \in (L^*, \leq_{L^*}), (\mu, \nu)^c = (\nu, \mu)$.

Definition 3. [2] An intuitionistic fuzzy set in $X$ is an expression $A$ given by

$$A = \{ < x, \mu_A(x), \nu_A(x) > | x \in X \}$$

where

$$\mu_A : X \to [0,1], \quad \nu_A : X \to [0,1]$$

with the condition $0 \leq \mu_A(x) + \nu_A(x) \leq 1$ for all $x \in X$. The set of all the IFSs in $X$ is denoted by $IFSs(X)$; $(a, b)_X$ is the IFS of $X$ for which $(a, b)_X(x) = (a, b), \forall x \in X$.

The following expressions are defined in [2] for all $A, B \in IFSs(X)$:

1. $A \leq B$ if only if $\mu_A(x) \leq \mu_B(x)$ and $\nu_A(x) \geq \nu_B(x)$ for all $x \in X$,
2. $A \not\leq B$ if only if $\mu_A(x) \leq \mu_B(x)$ and $\nu_A(x) \leq \nu_B(x)$ for all $x \in X$,
3. $A = B$ if only if $A \leq B$ and $B \leq A$,
4. $A^c = \{ < x, \nu_A(x), \mu_A(x) > | x \in X \}$.

It’s obvious that $(IFSs(X), \subseteq)$ is a lattice.

2.2. Definition, operations on IVIFSs(X)

Definition 4. [5] An interval-valued fuzzy set in $X$ is an expression $A$ given by

$$A = \{ < x, A(x) > | x \in X \}$$

where

$$A : X \to D([0,1])$$
x \rightarrow A(x) = [A_-(x), A_+(x)] \in D([0,1])

For simplicity, we denote \( A = [A_-, A_+] \). The set of all the IV FSs in X is denoted with IV FSs(X).

The following expressions are defined in [5], [30] for all \( A, B \in \text{IV FSs}(X) \):

1. \( A \leq B \) if only if \( A_- (x)\leq B_- (x) \) and \( A_+ (x) \leq B_+ (x) \) for all \( x \in X \),
2. \( A \preceq B \) if only if \( B_- (x) \leq A_+ (x) \) for all \( x \in X \),
3. \( A = B \) if only if \( A \leq B \) and \( B \leq A \),
4. \( A^* = [A^+_-, A^+_+] \).

2.3. Relation between IFSSs(X) and IV FSs(X)

In 1989, Atanassov and Gargov [31] using
(a) the map \( f \) assigns to every IV FSs(X) \( A \) and IFSSs(X) \( B \), \( B = f(A) \) given by
\[
\mu_A(x) = A_-(x), \quad \nu_B(x) = 1 - A_+(x);
\]
(b) the map \( g \) assigns to every IFSSs(X) \( B \) and IV FSs(X) \( A \), \( A = g(B) \) given by
\[
A(x) = [\mu_B(x), 1-\nu_B(x)]
\]
proved that IFSSs(X) \( B \) and IV FSs(X) \( A \) are equipollent generalizations of the notion of FSs(X). Although IFSSs(X) and IV FSs(X) have arisen on different ground and they have different semantics, sometimes they are even mathematically equivalent. So these approaches are in general not independent and there exist a strong connection between intuitionistic fuzzy sets and interval-valued fuzzy sets.

Taking this fact into account all the definitions, propositions and theorems we will do from now on for the IFSSs(X), can be extended to the IV FSs(X).

3. Inclusion measure of IFSSs

C. Cornelis and E.E. Kerre [25] first discussed the inclusion measure for intuitionistic fuzzy sets. They defined the inclusion measure by an intuitionistic value not by a real number in [0,1] and suggested a set of axioms for such measure, based on the Sinha-Dougherty axioms. The application showed that this intuitionistic-valued inclusion measure was appropriate for approximate reasoning. But the set of C. Cornelis and E.E. Kerre’s degree of measuring subsethood is still a partial order set. Grzegorzewski and E. Mrowka [26] gave the systems of axioms, characterizing the numerical inclusion measure (subsethood measure) of intuitionistic fuzzy sets, which is close to that given by Young [16]. However the example given in [26] did not satisfy all of the axioms proposed by Grzegorzewski and E. Mrowka. So just like what Young [16] and Fan [32] have done, we define a kind of hybrid monotonic inclusion measure, which indicates the degree to which an element is contained in another element of a complete lattice, by describing the main characteristics of an inclusion measure postulated by Sinha and Dougherty [15].

**Definition 5.** Let \((L, \leq)\) be a complete lattice, we denote the mapping Inc : \( L \times L \rightarrow [0,1] \) as an hybrid monotonic inclusion measure on lattice L, such that the value \( Inc(a,b) \) will indicate to what extent an element of \( L \) included in another element of \( L \) and satisfies the following conditions:

1. \((\text{HM1})\) \( 0 \leq Inc(a,b) \leq 1, \forall a, b \in L; \)
2. \((\text{HM2})\) \( Inc(a,b) = 0 \Leftrightarrow a = [0], b = [1] \) where \( [0] \) and \( [1] \) are the minimum element and maximum element of \( L \) respectively;
3. \((\text{HM3})\) \( Inc(a,b) = 1 \Leftrightarrow a \preceq b, \forall a, b \in L; \)
4. \((\text{HM4})\) \( Inc(a,b) \leq Inc(c,a) \) and \( Inc(b,c) \leq Inc(a,c). \)

For simplicity, we call the hybrid monotonic inclusion measure as HM inclusion measure. For \((L^*, \leq_{L^*})\), \( [0] = (0,1), [1] = (1,0) \), while for \((\text{IV FSs}(X), \leq)\), \( [0] = \{(x, (0,1)), \forall x \in X\}, [1] = \{(x, (1,0)), \forall x \in X\}. \)

3.1. Inclusion measure of intuitionistic value

**Lemma 1.** If \(a, b, c\) and \(d\) are positive real number, then we have:
\[
\frac{a-b}{a+b} \geq \frac{c-d}{c+d} \Leftrightarrow ad \geq bc.
\]

**Theorem 1.** Let \((\mu_1, \nu_1), (\mu_2, \nu_2) \in (L^*, \leq_{L^*})\) be two intuitionistic values, then
\[
Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) = \begin{cases} 0.5 & \text{if } |\mu_2 - \mu_1 + \nu_1 - \nu_2 | + 1 \leq |\mu_2 - \mu_1| + |\nu_1 - \nu_2| + 1 \\ 1 & \text{else} \end{cases}
\]
\[
\mu_1 = \mu_2, \nu_1 = \nu_2.
\]

**Proof.** It’s obvious that \( Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) \) satisfies the conditions HM1, HM2 and HM3, now we prove it have the third condition.
(HM4) If \((\mu_1, \nu_1) \leq (\mu_2, \nu_2)\), for all \((\mu_3, \nu_3) \in (L^*, \leq_{L^*})\),
\[
Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) =
\begin{cases}
0.5\left[ \frac{\mu_3 - \mu_1 + \nu_1 - \nu_3}{|\mu_3 - \mu_1| + |\nu_1 - \nu_3|} + 1 \right] & \text{else} \\
1 & \mu_1 = \mu_3, \nu_1 = \nu_3.
\end{cases}
\]
\(Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3)) =
\begin{cases}
0.5\left[ \frac{\mu_3 - \mu_2 + \nu_2 - \nu_3}{|\mu_3 - \mu_2| + |\nu_2 - \nu_3|} + 1 \right] & \text{else} \\
1 & \mu_2 = \mu_3, \nu_2 = \nu_3.
\end{cases}
\]

We discuss them as follows:

(a) If \(\mu_1 \leq \mu_3, \nu_1 \geq \nu_3\), then we have
\(Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) = 1 \geq Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3))\);
(b) If \(\mu_3 \leq \mu_2, \nu_3 \geq \nu_2\), then we have
\(Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3)) = 0 \leq Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3))\);
(c) If \(\mu_2 \geq \mu_1, \mu_3, \nu_1 \geq \nu_2, \nu_3\), then we get
\(Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) = 0.5\left[ \frac{\nu_1 - \nu_3 - (\mu_1 - \mu_3)}{\nu_1 - \nu_3 + (\mu_1 - \mu_3)} + 1 \right] = 1\),

\(Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3)) = 0.5\left[ \frac{\nu_2 - \nu_3 - (\mu_2 - \mu_3)}{\nu_2 - \nu_3 + (\mu_2 - \mu_3)} + 1 \right]\),

and \((\nu_1 - \nu_3)(\mu_2 - \mu_3) \geq (\nu_2 - \nu_3)(\mu_1 - \mu_3)\). Then by Lemma 1, we have
\[
\frac{\nu_1 - \nu_3 - (\mu_1 - \mu_3)}{\nu_1 - \nu_3 + (\mu_1 - \mu_3)} \geq \frac{\nu_2 - \nu_3 - (\mu_2 - \mu_3)}{\nu_2 - \nu_3 + (\mu_2 - \mu_3)},
\]
namely,
\[
Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) \geq Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3));
\]
(d) When \(\mu_1 \leq \mu_2 \leq \mu_3, \nu_2 \leq \nu_1 \leq \nu_3\), we can get the conclusion by the same way of (c).

Therefore \(Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2))\) is a HM inclusion measure.

We can get the following corollary by Theorem 1.

Corollary 1. Let \((\mu_1, \nu_1), (\mu_2, \nu_2)\) be two intuitionistic values, then \(Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2))\) has the following properties:

(11) \(Inc_1(((\mu_1, \nu_1)\mathcal{c}, (\mu_2, \nu_2))\mathcal{c}) = Inc_1((\mu_2, \nu_2), (\mu_1, \nu_1))\);

(12) \(Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) + Inc_1((\mu_2, \nu_2), (\mu_1, \nu_1)) = 1\);

(13) \(Inc_1((\mu_1, \nu_1) \vee (\mu_2, \nu_2), (\mu_3, \nu_3)) \leq Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) \wedge Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3));\)

(14) \(Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2) \wedge (\mu_3, \nu_3)) \leq Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) \wedge Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)).\)

Remark 1. The equalities
\(Inc_1((\mu_1, \nu_1) \wedge (\mu_2, \nu_2), (\mu_3, \nu_3)) = Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) \wedge Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3))\)
and \(Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2) \wedge (\mu_3, \nu_3)) = Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) \wedge Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3))\)
is not true.

Counterexample 1. \((\mu_1, \nu_1) = (0.3, 0.7), (\mu_2, \nu_2) = (0.2, 0.5), (\mu_3, \nu_3) = (0.3, 0.6)\), then
\[
Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2)) = \frac{2}{3},
Inc_1((\mu_1, \nu_1), (\mu_3, \nu_3)) = 1,
Inc_1((\mu_2, \nu_2), (\mu_3, \nu_3)) = \frac{1}{2},
Inc_1((\mu_1, \nu_1) \vee (\mu_2, \nu_2), (\mu_3, \nu_3)) = 0,
Inc_1((\mu_1, \nu_1), (\mu_2, \nu_2) \wedge (\mu_3, \nu_3)) = \frac{1}{2}.
\]
It's obvious that the two equalities in Remark 1 does not hold.

Lemma 2. For any \(a, b \in ([0,1], \leq)\), then \(Inc((a, b) = \mathcal{A}(a, b))\) is a HM inclusion measure where \(\mathcal{A}\) is a R-implicator.

Theorem 2. Let \(Inc((a, b), Inc''((1 - a, 1 - b))\) are two HM inclusion measures on \([0,1], \leq\), then
\[
Inc_2((\mu_1, \nu_1), (\mu_2, \nu_2)) = \mathcal{A}(Inc((\mu_1, \mu_2), Inc''((1 - \nu_1, 1 - \nu_2)))
\]
is a HM inclusion measure on \((L^*, \leq_{L^*})\) where \(\mathcal{A}\) is a triangular norm (t-norm in short).

It can be proved easily by the properties of t-norm and R-implicator. We can get the following theorem by the same way.

Theorem 3. Let \(Inc((a, b), Inc''((a, b))\) are two HM inclusion measures on \([0,1], \leq,\), then
\[
Inc_3((\mu_1, \nu_1), (\mu_2, \nu_2)) = f(Inc((\mu_1, \mu_2), Inc''((1 - \nu_1, 1 - \nu_2)))
\]
is a HM inclusion measure on \((L^*, \leq_{L^*})\) where \(f(x, y) : [0,1] \times [0,1] \rightarrow [0,1]\) is monotone increasing function about \(x\) and \(y\) respectively and \(f(0,0) = 0, f(1,0) = 0, f(1,1) = 1\).

Example 2. Let \(f(x, y) = \frac{xy}{1 + xy}\), we get
\[
Inc_3((\mu_1, \nu_1), (\mu_2, \nu_2)) = \frac{Inc((\mu_1, \mu_2) + Inc''((1 - \nu_1, 1 - \nu_2))}{2}
\]
\[ Inc''((\mu_1, \nu_1), (\mu_2, \nu_2)) = \frac{\omega_1 Inc' (\mu_1, \mu_2) + \omega_2 Inc'' (1 - \nu_1, 1 - \nu_2)}{2} \]

where \(\omega_1, \omega_2 \in [0,1], \omega_1 + \omega_2 = 1\).

### 3.2. Inclusion measure of IFSs

Now we discuss the inclusion measure of IFSs based on the inclusion measure of intuitionistic values. Since \((IFSs(X), \leq)\) is a complete lattice, we can define a series of HM inclusion measure on \((IFSs(X), \leq)\).

**Theorem 4.** Let \( Inc((\mu_1, \nu_1), (\mu_2, \nu_2)) \) be an HM inclusion measure indicates the degree to which the intuitionistic value \((\mu_1, \nu_1)\) is contained in another intuitionistic value \((\mu_2, \nu_2)\), then

\[ Inc_{IF1}(A, B) = \sum_{i=1}^{n} Inc((\mu_A(x_i), \nu_A(x_i)), (\mu_B(x_i), \nu_B(x_i))) \]

is a HM inclusion measure of two Intuitionistic fuzzy sets \(A\) and \(B\), \(A, B \in (IFSs(X), \leq)\).

**Proof.** It’s obvious that HM1 and HM2 holds;

(HM3) By the definition, \( Inc_{IF1}(A, B) = 1 \Leftrightarrow Inc((\mu_A(x_i), \nu_A(x_i)), (\mu_B(x_i), \nu_B(x_i))) = 1 \Leftrightarrow (\mu_A(x_i), \nu_A(x_i)) \leq (\mu_B(x_i), \nu_B(x_i)) \Leftrightarrow \mu_A(x_i) \leq \mu_B(x_i), \nu_A(x_i) \geq \nu_B(x_i) \text{ for all } x_i \in X\), namely \(A \leq B\);

(HM4) \(A \leq B \Leftrightarrow \mu_A(x_i) \leq \mu_B(x_i), \nu_A(x_i) \geq \nu_B(x_i), \forall x_i \in X\); Then we have

\[ Inc_{IF1}(A, C) = \sum_{i=1}^{n} Inc((\mu_A(x_i), \nu_A(x_i)), (\mu_C(x_i), \nu_C(x_i))) \geq \sum_{i=1}^{n} Inc((\mu_B(x_i), \nu_B(x_i)), (\mu_C(x_i), \nu_C(x_i))) = Inc_{IF1}(B, C); \]

By the same way, we get \( Inc_{IF1}(C, A) \leq Inc_{IF1}(B, C)\);

So \( Inc_{IF1}(A, B) \) is a HM inclusion measure.

By the same way, we can get the following theorems:

**Theorem 5.** Let \( Inc((\mu_1, \nu_1), (\mu_2, \nu_2)) \) be an HM inclusion measure indicates the degree to which the intuitionistic value \((\mu_1, \nu_1)\) is contained in another intuitionistic value \((\mu_2, \nu_2)\), then

\[ Inc_{IF2}(A, B) = \sum_{i=1}^{n} \lambda_i Inc((\mu_A(x_i), \nu_A(x_i)), (\mu_B(x_i), \nu_B(x_i))) \]

is a HM inclusion measure of two Intuitionistic fuzzy sets \(A\) and \(B\), \(A, B \in (IFSs(X), \leq)\), where \(\sum_{i=1}^{n} \lambda_i = 1, \lambda_i \geq 0\).

**Theorem 6.** Let \( Inc((\mu_1, \nu_1), (\mu_2, \nu_2)) \) be an HM inclusion measure indicates the degree to which the intuitionistic value \((\mu_1, \nu_1)\) is contained in another intuitionistic value \((\mu_2, \nu_2)\), then

\[ Inc_{IF3}(A, B) = f(Inc((\mu_A(x_1), \nu_A(x_1)), (\mu_B(x_1), \nu_B(x_1))), ..., Inc((\mu_A(x_n), \nu_A(x_n)), (\mu_B(x_n), \nu_B(x_n)))) \]

is a HM inclusion measure of two Intuitionistic fuzzy sets \(A\) and \(B\), \(A, B \in (IFSs(X), \leq)\) where \(f : [0,1]^n \rightarrow [0,1]\) is increasing multi-variable function about every variable and \(f(0,...,0)=1\).

**Theorem 7.** For any \(A, B \in (IFSs(X), \leq)\), \( Inc_{IF}(A, B)\) and \( Inc'_{IF}(A, B)\) are two HM inclusion measures of intuitionistic fuzzy sets, then the following mappings are also HM inclusion measure of intuitionistic fuzzy sets:

(1) \( Inc_{IF4}(A, B) = Inc_{IF}(A, B) \land Inc_{IF}'(B', A'); \)
(2) \( Inc_{IF5}(A, B) = Inc_{IF}(A, B) \cdot Inc_{IF}'(B', A'); \)
(3) \( Inc_{IF6}(A, B) = Inc_{IF}(A, B) \lor Inc_{IF}'(A, B); \)
(4) \( Inc_{IF7}(A, B) = T(Inc_{IF}(A, B), Inc_{IF}'(A, B)); \)
(5) \( Inc_{IF8}(A, B) = \frac{Inc_{IF}(A, B) + Inc_{IF}'(A, B)}{2}. \)

### 4. Similarity measure between IFSs

In this section, we discuss the similarity measure between IFSs based on the inclusion measure.

**Definition 6.** Let \((L, \leq)\) be a complete lattice, we denote the mapping \(S : L \times L \rightarrow [0,1]\) as a \(S\) similarity measure on \(L\), such that the value \(S(a, b)\) will indicate the measure of similarity between two elements of \(L\) and satisfies the following conditions:

(S1) \(0 \leq S(a, b) \leq 1, \forall a, b \in L;\)
(S2) \(S(a, b) = 1 \Leftrightarrow a = b, \forall a, b \in L;\)
(S3) \(S(a, b) = S(b, a), \forall a, b \in L;\)
(S4) If \(a, b, c \in L\) and \(a \leq b \leq c\), then \(S(a, c) \leq S(a, b)\) and \(S(a, c) \leq S(b, c);\)
(S5) \(S(a, b) = 0\) if \(a = [1], b = [0]\) or \(a = [0], b = [1]\), where \([1]\) and \([0]\) are the maximal element and minimum element respectively.

**Theorem 8.** For all \(a, b \in L\), Let \(Inc(a, b)\) is a HM inclusion measure on the complete lattice \(L\), then \(S(a, b) = T(Inc(a, b), Inc(b, a))\) is a \(S\) similarity measure where \(T\) is a t-norm.

**Proof.** It’s obvious that S1 and S3 hold;

(S2) By the monotonic increasing property of t-norm and property of HM inclusion measure,
we have $S(a, b) = \mathcal{T}(Inc(a, b), Inc(b, a)) = 1 \iff Inc(a, b) = Inc(b, a) = 1 \iff a \leq b, b \leq a \iff a = b$.

(S4) If $a, b, c \in L$ and $a \leq b \leq c$, then by the definition of $t$-norm and HM inclusion measure,

$$S(a, b) = \mathcal{T}(Inc(a, b), Inc(b, a)) = \mathcal{T}(1, Inc(b, a)) = Inc(b, a);$$

By the similar way, $S(a, c) = Inc(c, a), S(b, c) = Inc(c, b)$; So we get $S(a, c) \leq S(a, b)$ and $S(a, c) \leq S(b, c)$ by the monotonicity of HM inclusion measure.

(S5) By the monotonic increasing property of $t$-norm and definition of HM inclusion measure, we get $S([0], [0]) = S([0], [1]) = \mathcal{T}(Inc([0], [1]), Inc([1], [0])) = 0$.

Therefore $S(a, b) = \mathcal{T}(Inc(a, b), Inc(b, a))$ is a $S$ similarity measure.

As for the similarity measure between the intuitionistic values and IFSs, we have the following parallel theorems:

**Theorem 9.** Let $(\mu_1, \nu_1), (\mu_2, \nu_2) \in (L^*, \leq_L)$ be two intuitionistic values, $Inc((\mu_1, \nu_1), (\mu_2, \nu_2))$ is a HM inclusion measure on the complete lattice $(L^*, \leq_L)$, then $S((\mu_1, \nu_1), (\mu_2, \nu_2)) = \mathcal{T}(Inc((\mu_1, \nu_1), (\mu_2, \nu_2)), Inc((\mu_2, \nu_2), (\mu_1, \nu_1)))$ is a $S$ similarity measure between two intuitionistic values where $\mathcal{T}$ is a $t$-norm.

**Theorem 10.** For all $A, B \in (IFSs(X), \leq)$, Let $Inc(A, B)$ be a HM inclusion measure on the complete lattice $(IFSs(X), \leq)$, then $S(A, B) = \mathcal{T}(Inc(A, B), Inc(B, A))$ is a $S$ similarity measure between two intuitionistic fuzzy sets where $\mathcal{T}$ is a $t$-norm.

**Remark 3.** Y.H Li et al. gave examples to show that the condition S5 is necessary to the definition of similarity measure between IFSs. Now a series of reasonable similarity measures are given which satisfy the five conditions S1-S5.

5. Conclusion

In this paper, we have discussed the definitions of HM inclusion measure and $S$ similarity measure according to the axiomatic and practical demand; some formulas have been given to calculate the HM inclusion measure and similarity measure; We think they will be useful to approximate reasoning, pattern recognition and so on.
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