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Abstract—High-frequency financial data are characterized by unbalanced, non-linear and low signal-noise ratio, which often represents a challenge on the study of financial market micro-structure. There has been little research on the de-noising method for high-frequency financial data, with the wavelet analysis as the current major method. Considering that the effect of wavelet analysis is restricted by the signal-noise ratio, we introduced phase space reconstruction and independent component analysis method for analyzing high-frequency financial data. The qualitative and quantitative analyses have shown that high-frequency financial data is chaotic in the time series and suitable to use the phase space reconstruction method. Furthermore, we propose the ensemble de-noising method for the high-frequency financial data. The numerical experiments results show that the de-noising effectiveness of our proposed methods is better than that of wavelet analysis. The improvement is about 2 times and more from the view of prediction precision based on the support vector machine. Our proposed ensemble de-noising method may also become a basis for general studies of financial market microstructure.
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I. INTRODUCTION

High-frequency financial data is not only the kernel of the research on financial market microstructure, but also the prime focus of the industry and academic circles. Using the financial high-frequency data, we can analyze the investors’ behaviors; discover the price forming mechanism in the process of trading, explore the relation between information and changing price, learn the whole trading process, evaluate whether the trading process is reasonable, judge whether the information is symmetric, distinguish whether there is market manipulation and so on. Consequently, these are beneficial to reduce the market information asymmetry, increase the strength of market competitiveness, and promote the formation of scientific and reasonable trading mechanism. And then, the profit of market participants can be protected, market risk can be prevented effectively by the market regulator.

At present, the study of high-frequency financial data mainly involves the statistic characteristic of high frequency data, the volatility, the interval between trades, price change, and econometric model etc. These studies are all dependent on high quality high-frequency data. However, under the open-outcry trading system, there are many errors to be found in these trading records, which are from the trading time, price and volumes, even the missing value can also be found. In addition, there are many other disturbing factors, such as microstructure noise etc., so that the quality of high frequency financial data is not high. Therefore, de-noising work is very important before studying the high frequency financial data.

Fang Wang[1] has proposed threshold pre-average realized volatility, which combines the average method with threshold thinking, where pre-average method is used to reduce the effectiveness of market microstructure noise and threshold method is used to counteract the impact of price jumps on the volatility estimation. Xuguo Ye and Xueqiao Du[2] have proposed several kinds of the error estimation method of market microstructure noise under different assumptions and evaluated the performance of the proposed method through simulation experiments. Jie Zhao[3] has given auto-covariance estimation of market microstructure noise error and using the realized volatility to estimate market microstructure noise error under high frequency data, and obtained the corresponding conclusion through the Monte-Carlo simulation test. Edward W. Sun[4] et. al. have proposed the local linear scaling approximation algorithm based on the linear maximal overlap discrete wavelet transform to decompose the systematic pattern and noise. Qiujun Lan[5] et. al. have analyzed the disadvantages of traditional de-noising method for financial data, proposed a de-noising method based on wavelet analysis, verified the advantage of wavelet de-noising method according to the non-linear threshold theory suggested by Donoho.

Cai Peng[6] et. al. have analyzed the characters of earthquake data and random noise signals, exploited the fast independent component analysis based on the minimum mutual information theory to realize the earthquake data de-noising. High-frequency financial data are characterized by non-stationary, non-linear and low signal-noise ratio, which are usually different from regular frequency time series. In the aspect of solving the non-stationary and non-linear problem, Wavelet analysis performs better than other traditional data preprocessing method (such as all kinds of filtering algorithm), so that it has become a popular preprocessing method in many research field. However, the performance of wavelet-based de-noising closely depends on the signal-noise ratio, so that the satisfying results can’t be acquired many times, especially facing the de-noising problem of high-frequency financial data. Therefore, by combining the ideas of wavelet analysis, phase space reconstruction and...
Phasespace reconstruction is one of the best methods to cope with non-linear problems, which has been proposed by Takens based on chaotic theory. The basis idea of which is to reconstruct the chaotic attractors from high-dimensions space, so as to separate a mixture of independent oscillatory sources perfectly, i.e., through estimating the embedding dimension and delay time for a given time series, the original series can be extended to the high-dimensional feature space using these parameters, so that the information hidden in the original time series can be exposed. Takens’ theory implies that an appropriate time delay and a good embedding dimension play an important role in reconstruction $R^\prime$ space, among which the trajectories may maintain the diffeomorphism with original dynamic system, i.e., in the context of topological equivalence, the dynamic system can be analyzed through phase space reconstruction from certain time series, and whose chaotic feature can be restored and maintained. Generally, a time series $x = \{x_1, x_2, \ldots, x_i\}$ is most often used to reconstruct phase space, namely the state space:

$$X = \{X_i = (x_i, x_{i+\tau}, \ldots, x_{i+(d-1)\tau})\}, \quad i = 1, 2, \ldots, M = N - (d - 1)\tau \quad (1)$$

where $x_i$ is a point in state space, $d$ denotes embedding dimension and $\tau$ denotes time delay $\tau$.

In the process of phase space reconstruction, it is not only very important but also difficulty to choose embedding dimension and time delay. Only if an appropriate time delay $\tau$ and good embedding dimension $d$ are selected, phase-space reconstructed can fully reveal the movement features of system. At present, the usual methods used to select a good delay time include autocorrelation function, multiple autocorrelation, mutual information, etc., while G-P algorithm and False Nearest Neighbor are usually used to choose the appropriate embedding dimension. In addition, there is a kind of method that can estimate the embedding dimension and delay time simultaneously, such as C-C method.

Independent Component Analysis (ICA) is a kind of blind sources separation method $\{10\}$. The aim of ICA is to find a linear decomposition of observed data into statistically independent components, namely to extract the basic source signals (also known as manifold) from mixed signals, and these source signals are independent. In these years, ICA has been widely applied to mobile phone communications, nature language processing, biomedicine, seismic signals and economic analysis etc., while ICA is usually to fulfill the assignments of blind sources separation, features extraction and information filter and so on. The procedure of independent components analysis is shown in Figure 2. Supposing that the subcomponents of signal sources $S(t)$ are all statistically independent from each other, which can be separated from the observed data $x(t)$ through the separation and mixture system $B$ , so that the output signal $y(t)$ approximates the input signal $S(t)$.

**Figure 1. Wavelet multi-resolution decomposition**

**Figure 2. The procedure of ICA**

**III. AN ENSEMBLE DE-NOISING METHOD**

In view of the inherent nature of high-frequency financial time series, based on algorithmic thinking of wavelet analysis, phase-space reconstruction and independent component analysis, we propose the ensemble de-noising method based on high-frequency financial data in Section 3. We show the performance of our proposed method with experiments in Section 4. We summarize in Section 5.

**II. RELATED ALGORITHMS AND ALGORITHMIC THINKING**

The basic idea of wavelet analysis is to decompose the original signal into a series of wavelet basis functions which are obtained by translation and scale dilation of one mother wavelet function $\{7\}$. In these years, the multi-resolution wavelet analysis is the most widely used and effective in application field. Its’ thinking is that function $f(x) \in L^2(R)$ will be decomposed into a series of subspace sequence with different resolutions, which can be described as a series of approximation functions. Each of which has one corresponding projection of function $f(x)$ at different resolutions. Through these projections, the feature of function $f(x)$ can be analyzed at different resolutions. As shown in Figure 1, the original signal $S$ can be decomposed two parts, one of them is approximation part $c_A_j$ denoting useful information and another one is detailed part $c_D_j$ delegating noise, where $j$ is the number of decomposition level. Through this kind of multi-resolutions decomposition, useful information and noise part usually have different performance, thus the aim of signal-noise separation can be reached.
components analysis, we proposed an ensemble de-noising method, whose basic idea is as follows. Firstly, using wavelet analysis, one dimension high-frequency financial time series will be decomposed into approximation and noise part at level 3, the next step is to perform initial de-noising by adopting default threshold value, and to perform a multilevel one-dimensional wavelet reconstruction. Secondly, adopting phase-space reconstruction technique, one dimension time series obtained by the first stage is mapped into high dimension space, so as to found chaotic attractors. Thirdly, information manifold (valuable information) will be identified by independent component analysis and support vector machine. Lastly, through reconstructing the high dimension data proposed by the last step method, one dimension time series can be obtained. The concrete procedure and detailed description of our proposed method are as follows.

First stage, let \( X = \{x_i\} \), \( f(t) \in L^2(R) \) be a high frequency financial time series, \( \phi(t) \) a wavelet scale function and \( \psi(t) \) wavelet function. According to the multi-resolutions analysis theory of \( L^2(R) \) space, then

\[
\sum_{k=1}^{\infty} C_{j,k} \phi_{j,k}(t) = \sum_{k=1}^{\infty} C_{j,k} \phi_{j,k}(t) + \sum_{k=1}^{\infty} D_{j,k} \psi_{j,k}(t) \tag{2}
\]

holds. Based on the orthogonality of scale function and wavelet function, the following formulas (3) and (4) should hold.

\[
h(k-2m) = \langle \phi_{j+1,k}, \phi_{j,k} \rangle \tag{3}
\]

\[
g(k-2m) = \langle \psi_{j+1,k}, \phi_{j,k} \rangle \tag{4}
\]

According to the formulas (2), (3) and (4), one can obtain the following result.

\[
c_{j,k} = \sum_{m} h(k-2m)c_{j+1,m}, \quad d_{j,k} = \sum_{m} g(k-2m)c_{j+1,m} \tag{5}
\]

Rewriting (5) into matrix form, one obtains

\[
C_j = HC_{j+1}, \quad D_j = GC_{j+1} \tag{6}
\]

Then, the reconstruction algorithm can be described as follows.

\[
C_j = H^* C_{j+1} + G^* D_{j+1}, \quad j = -1, J = 2, \ldots, 0
\]

where \( H^* \) is the dual operator of \( H \), \( G^* \) is the dual operator of \( G \). Through reconstructing \( d_1, d_2, \ldots, d_j \) and \( c_j \) into \( D_1, D_2, \ldots, D_j \) and \( C_j \) respectively, one obtains a new time series \( W \) whose number of samples is same as that of the original series \( X \).

\[
W = D_1 + D_2 + \cdots + D_j + C_j \tag{8}
\]

Second stage, given time series \( W = \{w_i\} \), obtained from the first stage, let delay time be \( \tau \) and embedding dimension be \( m \). The correlation integral is defined as the following function.

\[
C(m,N,\tau,r) = \frac{2}{M(M-1)} \sum_{i \neq j \in M} \theta(r - d_i)
\]

where \( r > 0, \quad d_i = \|w_i - w\|, \quad \theta(z) = \begin{cases} 0 & z < 0 \\ 1 & z \geq 0 \end{cases} \)

The measurement statistic is defined as follows.

\[
S_i(m,N,\tau,r) = C(m,N,\tau,r) - C^{\mu}(1,N,\tau) \tag{10}
\]

In fact, in calculating the above Equation (10), we must subdivide the time series \( W = \{w_i\} \) into \( t \) disjoint time series as follows.

\[
\begin{align*}
    w^{(1)} &= \{w_1, w_2, \ldots, w_{N/m}\} \\
    w^{(2)} &= \{w_{N/m}, w_{N/m+1}, \ldots, w_{2N/m}\} \\
    &\vdots \\
    w^{(t)} &= \{w_{(t-1)N/m}, w_{(t-1)N/m+1}, \ldots, w_N\}
\end{align*}
\]

Where the length of sub-time series is \( N_i = N/t \). By adopting the blocking averaging strategy for Equation (10), \( S_i(m,N,\tau,r) \) of each sub-time series is calculated as follows.

\[
S_i(m,N,\tau,r) = \frac{1}{t} \sum_{t} C_i(m,N,\tau,r) - C^{\mu}(1,N,\tau) \tag{12}
\]

If \( N \to \infty \), then

\[
S_i(m,\tau,r) = \frac{1}{t} \sum C_i(m,\tau,r) - C^{\mu}(1,\tau,\tau) \quad (m = 2, 3, \ldots)
\]

One defines the following increment

\[
\Delta S_i(m,\tau,r) = \max \{S_i(m,\tau,r)\} - \min \{S_i(m,\tau,r)\} \tag{13}
\]

Corresponding to \( S_i(m,\tau,r) \), the above equation (13) can be used to measure the maximum bias of \( r \). Therefore, one look for the first zero crossing point of \( \delta_i(t) \) or the first minimum point of \( \Delta S_i(t) \) as the optimal time delay \( \tau \). Based on \( \delta_i(t) \) and \( \Delta S_i(t) \), the global minimum point of \( S_i(t) \) can be viewed as the embedding dimension \( \tau_g = (m-1)\tau_\delta \). The corresponding formulas are as follows.
\( \bar{S}_m(t) = \frac{1}{16} \sum_{m=1}^{4} \sum_{r=1}^{4} S_r(m, r, t) \)
\( \Delta \bar{S}_m(t) = \frac{1}{4} \sum S_r(m, t) \)  
\( S_{\omega}(t) = \Delta \bar{S}_m(t) + [\bar{S}_m(t)] \)  

After found the time delay \( \tau \) and embedding dimension \( m \), one can obtain the reconstructed phase space \( P = \{ P_i \}_{i=1}^N \) by the formula (11).

Third stage, what one would like to do is to find the original signals from the mixtures \( P(t) \). There exists a linear transformation matrix \( H_s \), such that \( P(t) \) can be projected into the new subspace as the white vector, i.e.,
\[ Z_s(t) = H_sP(t) \]  

Where \( H_s \) is a white matrix, \( Z_s(t) \) is white vector. Through calculating the samples vector, one can obtain a transformation \( H_s = A^{1/2}U^T \) by the principle component analysis method, where \( U \) is the eigenvalues of the covariance matrix \( C_r \), \( A \) is the eigenvectors of the covariance matrix \( C_r \). Using orthogonality transformation, one can draw a conclusion that the equation \( U^TU = UU^T = I \) holds. Therefore, one can obtain the following equation (16).
\[ E \{ ZZ^T \} = E \{ A^{1/2}U^TXX^TUA^{1/2} \} \]
\[ = A^{1/2}U^TE \{ XX^T \} UA^{1/2} = A^{1/2}AA^{1/2} = I \]  

If Equation \( P(t) = AS(t) \) can be substituted into Equation \( Z_s(t) = H_sP(t) \) and let \( H_sA = \hat{A} \), then Equation (17) holds.
\[ Z_s(t) = H_sAS(t) = \tilde{A}S(t) \]  

Where \( \hat{Z}(t) \) is new output signal, which includes the source signal separated from mixture signal, \( \hat{A} \) is mixture matrix.

Fourth stage, the main aim is to find valuable features from the last obtained signal \( \hat{Z}(t) \). Adopting the feature selection algorithm based on SVM, the noise independent component of signal \( \hat{Z}(t) \in R^s \) will be identified by the prediction accuracy, and then a new matrix \( \tilde{S}(t) \in R^s \) can be obtained, where \( s \leq d \). Denoting \( \{ I^{(s)} \}, \{ I^{(s)} \} \) and \( \{ I^{(s)} \} \) as the feature set of signal \( S(t), Z(t) \) and noise respectively, one can draw the following Equation (18), i.e.,
\[ \{ I^{(s)} \} = \{ I^{(2)} \} - \{ I^{(s)} \} \]  

Then the Equation (19) holds.
\[ S(t) = \hat{Z}_{\alpha s}(t) \]  

Fifth stage, supposing \( \hat{A} \) is a mixture matrix, whose columns have been deleted corresponding to noise components, phase space \( \tilde{P} \) will be reconstructed, namely
\[ \tilde{P} = \tilde{A}\tilde{S} \]  

The next step is the inverse procedure of phase space reconstruction, thus new one dimension time series \( \hat{X} \) can be reconstructed from phase space \( \tilde{P} \), i.e.,
\[ \hat{X}(k) = \tilde{P}(i, k - (i - 1)\tau) \]  

Thus, the de-noised one dimension time series \( \hat{X} \) can be obtained based on our proposed ensemble de-noising method.

### IV. PERFORMANCE EVALUATION

In order to verify the effectiveness of our proposed ensemble de-noising method, Data was collected from stocks in the Chinese shanghai composite index from Jan 4, 2012 to Jan 10, 2013, which is the 5-minute closing price series, the number of samples is 11904.

#### A. Phase Space Reconstruction Experiments

In fact, not all time series stems from chaotic discrete dynamical system. Thus, before using the dynamical system theory to analyze the time series, one should distinguish between the chaotic and non-chaotic time series firstly. To solve this problem, one adopted two methods which are the qualitative analysis of power spectrum and the quantitative analysis of maximum Lyapunov exponent. The principle of discriminating the chaotic state using the maximum Lyapunov exponent is that, if Lyapunov exponent is positive, and the trajectory can become infinitely distant from the equilibrium state upon small variations, then the chaotic behaviors can be detected. From Table 2, it is clear that the maximum Lyapunov exponent is all positive under the condition of the different embedding dimension and delay time.

<table>
<thead>
<tr>
<th>Embedding Dimension</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay Time</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

| Lyapunov Exponent  | 0.6614 | 0.8542 | 0.5908 | 0.5392 | 0.5840 | 0.5840 | 0.6061 |

The principle of discriminating the chaotic state using the power spectrum is that, if the movement of variable is chaotic, then power spectrum is a consecutive curve rather than horizontal line. Figure 4(b) is the local enlarged graph of Figure 4(a). In view of Figure 4(b), one can observe that it’s really a consecutive curve. Thereby, one can conclude.
that the 5-minute high frequency data of Chinese shanghai composite index is indeed chaotic time series. Meanwhile, this also indicates that high frequency financial data is suitable for phase space reconstruction theory.

![Figure 4. Power spectrum of 5-minute high frequency](image)

Base on the thinking of removing the continuity of high frequency financial time series and transforming one dimension into multi-dimension time series problem which is convenient to analyze, phase space reconstruction method is used to splits original time series into a set of many sub-time series with the same length by the embedding dimension and time delay, which can be mapped into the multi-dimension space. Thereby, the embedding dimension and time delay are very important factors for reconstruction, and which can be usually obtained through coping with the original time series and doing some estimation. In this paper, one adopted the C-C method which is based on the idea of the embedding dimension and time delay estimated simultaneously. Data comes from the composite index in China Shanghai Stocks Exchange from Jan 4, 2012 to Jan 18, 2012, which is the 5-minute closing price series, the number of samples is 500.

![Figure 5. Estimation of the embedding dimension and time delay](image)

According to the C-C algorithm theory, the first local minimum of statistical estimator \( \Delta S_1(t) \) is the optimal time delay. From the view of the middle one of Figure 5, the first local minimum is obtained at point 2, i.e., the optimal time delay is 2. The global minimum of statistical estimator \( S_{cor}(t) \) is acquired at point 4. According to this method, the optimal embedding dimension and time delay of time series with different quantitative samples have been achieved, and the corresponding results are as the following Table 3. This also illustrates that, when the number of samples used to research is different, the embedding dimension and time delay for reconstruction are usually both different. However, from the view of statistical result, one can observe that the embedding dimension and time delay are usually not too large. Thus, it can ensure that not only the continuity of high frequency financial time series can be broken appropriately, but also the valuable information can be separated effectively. Meanwhile, this also successfully avoids “dimension disaster” in the separation procedure.

<table>
<thead>
<tr>
<th>Number of Samples</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>2500</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Delay</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Embedding Dimension</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**B. Ensemble De-noising Experiments**

Because wavelet de-noising method has been successfully applied to many fields, it has been regarded as the effective de-noising method. In this paper, in order to testify the effect of our proposed ensemble de-noising method, the result will be compared with wavelet de-noising method. As for the wavelet de-noising experiment, the above mentioned data will still be used for this experiment; db1 is selected as the wavelet basic function; default threshold value will be used to de-noise. As for ensemble de-noising method based on high frequency financial data, experiment will be conducted according to the procedure of our proposed method in Part 3. The below Figure 6 shows the distribution curves of original and de-noised data by different method and.

![Figure 6. Comparison of de-noising effect](image)

In Figure 6, (a) represents the distribution curves of original data. (b) represents the distribution curves of data de-noised by wavelet. (c) represents the distribution curves of data de-noised by ensemble de-noising method. In order to display the result of data de-noising effectively, one can only scratch the former 400 samples. From the view of Figure 6 (a) and (b), it is clear that the distribution curve of data de-noised by wavelet is not obviously different from that of the original data. This also indicates that the effectiveness of separating noise from the original data is not obvious to the wavelet de-noising method. However, Figure 6 (a) and (c) are obviously different, such as red ellipse marker. This illustrates that when signal-noise ratio
of high frequency financial data is relatively lower, wavelet de-noising method will be badly affected, but ensemble de-noising method can achieve the better result than wavelet de-noising method.

In addition, in order to further verify the effectiveness of ensemble de-noising method based on high frequency financial data and illustrate the effect of noise on research of financial market microstructure, the single and multi-step prediction have been made about the 5-minute high frequency data of China Shanghai composite index based on the standard support vector machine (SVM). Root mean square error (RMSE), mean average error (MAE) and mean average percentage error (MAPE) are adopted to evaluate the effectiveness of wavelet and ensemble de-noising method. Because SVM is supervised learning method, 300 samples are selected as training set and 200 samples are used as test set. For rationality, SVM parameters are set as the same value. Penalty parameter is set as 100. RBF (Radial basis function) is selected as kernel function. The parameter of RBF kernel function is chosen as 0.01. Experimental results are shown in the following Table 4.

<table>
<thead>
<tr>
<th>Prediction Step</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O_data</td>
<td>W_data</td>
<td>E_data</td>
</tr>
<tr>
<td>1</td>
<td>0.0052</td>
<td>0.0050</td>
<td>0.0048</td>
</tr>
<tr>
<td>2</td>
<td>0.0055</td>
<td>0.0052</td>
<td>0.0050</td>
</tr>
<tr>
<td>3</td>
<td>0.0058</td>
<td>0.0056</td>
<td>0.0051</td>
</tr>
<tr>
<td>4</td>
<td>0.0062</td>
<td>0.0058</td>
<td>0.0056</td>
</tr>
<tr>
<td>5</td>
<td>0.0062</td>
<td>0.0059</td>
<td>0.0054</td>
</tr>
<tr>
<td>6</td>
<td>0.0064</td>
<td>0.0063</td>
<td>0.0056</td>
</tr>
<tr>
<td>7</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0061</td>
</tr>
<tr>
<td>8</td>
<td>0.0067</td>
<td>0.0067</td>
<td>0.0060</td>
</tr>
<tr>
<td>9</td>
<td>0.0069</td>
<td>0.0067</td>
<td>0.0058</td>
</tr>
<tr>
<td>10</td>
<td>0.0072</td>
<td>0.0068</td>
<td>0.0062</td>
</tr>
<tr>
<td>12</td>
<td>0.0075</td>
<td>0.0073</td>
<td>0.0075</td>
</tr>
<tr>
<td>24</td>
<td>0.0125</td>
<td>0.0123</td>
<td>0.0124</td>
</tr>
<tr>
<td>Average</td>
<td>0.0069</td>
<td>0.0067</td>
<td>0.0063</td>
</tr>
<tr>
<td>Improvement</td>
<td>0.0002</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>Contrast</td>
<td>3.0</td>
<td>1.9906</td>
<td>1.8125</td>
</tr>
</tbody>
</table>

In Table 4, O_data denotes the original data, W_data denotes the de-noised data by wavelet de-noising method. E_data denotes the de-noised data by ensemble de-noising method. From the view of Table 4, it is clearly shown that, relative to prediction accuracy of original data, the prediction accuracy improvement of data obtained by ensemble de-noising method is about 2 times and more than wavelet de-noising method. Thus, this also indicates that ensemble de-noising method can improve the prediction accuracy and contribute to the financial market microstructure research.

V. CONCLUSION

In this paper, based on the algorithmic thinking of wavelet analysis, phase space reconstruction and independent component analysis, an ensemble de-noising method has been proposed in this paper. The 5-minute high frequency data of Shanghai composite index From Chinese Shanghai stock exchange is used in numerical experiments. The experimental results show that the prediction of SVM based on the de-noised data by an ensemble de-noising method has got more accurate than wavelet de-noising method. From the numerical results, one can observe that the relative improvement based on an ensemble de-noising method is about 2 times and more than wavelet de-noising method. Namely, it also shows that an ensemble de-noising method based on high frequency financial data is capable of improving the prediction accuracy. Therefore, one can conclude that the ensemble de-noising method is a more effective method for de-noising, so that it can provide the higher quality data to further research the microstructure of financial market. Meanwhile, the ensemble de-noising method provides selection for the de-noising problem of other field. How can one further improve the de-noising capacity of our proposed ensemble de-noising method for the high frequency data with different frequency, which is the focus of the future work.
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