






Fig. 2. CO2-driven site selection
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Fig. 3. Trend of the emission factor (gCO2e/kWh) during week days and
week ends in France

TABLE I
CORRELATION INDEXES OF A WEEK MEASUREMENT

Monday Tuesday Wednesday Thursday Friday

Monday 1 0.92 0.67 0.75 0.69

Tuesday − 1 0.87 0.89 0.83

Wednesday − − 1 0.91 0.92

Thursday − − − 1 0.93

Friday − − − − 1

data revealed interesting patterns as better explained in Section
VI.

Having these trends, next section will discuss how they can
be helpful in driving greener choices for the deployment of
cloud applications.

V. CO2-DRIVEN SITE SELECTION

When an application (e.g. an HPC one) has to be deployed
on a cloud environment, the energy mix can be estimated
according to what it has been discussed in the previous para-
graph for each of the countries where the cloud providers have
their facilities. Based on that, this section discusses the second
main contribution of the paper: i.e., to provide a more green
deployment of the application, by making the user aware of
its environmental impact and by allowing him/her to perform

some choices that can reduce the carbon footprint of his/her
application. In particular, two complementary approaches are
proposed:

• Immediate site selection: the approach selects the site
according to its carbon footprint, the availability of the
resources and the estimated duration of the execution.

• Execution shifting: instead of reserving immediately the
requested resources, the system proposes alternative so-
lutions that imply a delay of the reservation. This means
that the execution of the application will be delayed as
well.

Fig. 2, using BPMN notation, illustrates how these two
approaches can take place when the user requests a deploy-
ment to the cloud. First of all, the cloud provider enables
the user to submit deployment requests for their application.
When submitting a request, the user specifies the resources
that have to be reserved for the application and an estimated
duration of the application (how long the application is going
to stay deployed in the cloud infrastructure). The user also
specifies his/her availability in postponing the deployment and
the acceptable delay.

Given this information, the cloud provider executes the
immediate site selection algorithm and selects the site with the
lower estimated CO2 consumption for an immediate deploy-
ment of the application. Note that such estimation should also
take into account potential differences of performance among
the considered cloud sites (if the information is available) that
can impact on the duration of the application and/or needed
power.

In case the user has expressed his/her availability in post-
poning the execution, the cloud provider performs also the
execution shifting algorithm. The output of the algorithm is
a list of tuples composed of the name of the site, the delay
value, and the estimated CO2 for the solution. Obtained results
are compared with the result of the site selection algorithm
and ranked according with the estimated CO2 emissions. The
cloud provider presents to the user the estimation in case of
immediate deployment and then the list of the other solutions,
together with the CO2 emission reduction and the delay, with
an advice about the most convenient combination. The final
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Fig. 4. A detailed view of the trend of emissions factor (gCO2e/kWh) for
Germany and UK

However, resources can also be unavailable for that site, and
a comparison is needed for the remaining two sites.

Let us consider a scenario (Case A) where the user asks to
deploy an application on Thursday 19th of January at 4:00 p.m.
The application requires to be executed for 3 hours and we
estimate an energy consumption of 3 kWh (we assume that the
considered sites are equivalent from the performance point of
view). When the request arrives, resources are available only in
UK and Germany, so the set of available sites S′ is composed
of only two sites. A detailed view of the two patterns can be
seen in Fig. 4. The estimation for the immediate execution on
each site in S′ results in 1706 gCO2e for UK and 1509 gCO2e
for Germany. According to this, the cloud provider decides
to deploy the application in Germany. To demonstrate the
effectiveness of the decision we have computed which would
have been the actual emission of the application using the
available data for the considered date. The real consumption
in the UK resulted to be 1677 gCO2e and thus the actual
saving is 168 gCO2e. Let us consider the same scenario but
when the request arrives at 4:00 a.m. of Saturday 21th. In
this case (Case B), estimated emissions are equal to 1469.5
gCO2e for UK and 1509 gCO2e for Germany. The best choice
consists in deploying the application in UK where with the real
consumption of 1349.5 gCO2e it is possible to save 159.5
gCO2e, even if at the time of the request, Germany had a
better emission rate.

B. Execution shifting validation

In this paragraph we validate the second part of the ap-
proach, where the customer agrees to postpone the deployment
of his application. In order to avoid redundancy we analyze the
situation on a single site and for this evaluation we refer to
data collected for emissions in France, as shown in Fig. 3.
However, the same procedure should be repeated at each
site, as discussed in Sec. V-B. Let us consider the same
scenario discussed in the previous paragraph where a request
arrives on Thursday 19th of January at 4:00 p.m. The user
specifies his availability in postponing the execution with a
maximum delay of 48 hours. From an analysis of the trend, the
execution shifting algorithm proposes several solutions to the
user. The first solution consists in the immediate deployment,
with an estimated emission of 209.7 gCO2e. The second

TABLE II
COMPARISON OF EXECUTION SHIFTING OUTCOMES

Delay Estimated gCO2e Real gCO2e Saving (%)

Solution 1 0 209.7 200.3 -

Solution 2 10h 185.4 167.1 16.6%

Solution 3 27h 143.2 140.3 30%

solution consists in delaying the execution of 10 hours, by
deploying the application on Friday 20th at 2:00 a.m. In this
case, the estimated saving is 24.35 gCO2e. The last solution
propose the execution in the week end, starting at 7:00 a.m.
of Saturday 21st, with a delay of 27 hours and an estimated
saving of 66.5 gCO2e. The user can decide which solution is
better according to his needs. In Tab. II the three solutions
are compared. The table reports both the estimated and the
real values for CO2 emissions for the three solutions. In the
last column it is possible to see the saving in emissions that
is obtained when delaying the application deployment. This
value is obtained by comparing the effective emissions of the
solution to the outcome of the immediate deployment. In this
specific example, the algorithm can reduce the emissions of
the 30%.

VII. CONCLUDING REMARKS

This paper introduce an approach for considering CO2
emissions as a relevant dimension to be considered when
applications have to be deployed in a federated cloud. Based
on the experience gained in the ECO2Clouds project, the paper
proposed a method to analyze the energy mix to discover
patterns that can be used to optimize the deployment phase.
Moreover, the paper introduces a site selection algorithm
that considers CO2 emissions in two cases: an immediate
deployment and a delayed deployment. A validation scenario
based on real data publicly available on the energy mix of
France and UK shows how energy savings can be obtained by
following appropriate deployment strategies.

Next steps in this research will take into account the impact
of different energy sources from cradle to cradle. This means,
for instance, that the nuclear power will not be considered as a
green energy source. In fact, while CO2 emissions of nuclear
power plants are negligible during the operational phase, plant
construction and decommissioning after end of life cause
considerable impacts, as does the storage and management
of nuclear waste. Risks associated to different energy sources
is another crucial point that should be considered in future
analysis. Users might indeed prefer to avoid choosing cloud
sites fed with energy sources perceived as possible causes of
severe environmental contamination in case of accident.
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