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Abstract—With the explosive growth of web services on the World Wide Web, service recommendation is becoming extremely important to both the service providers and the active users. In this paper, we propose a web service recommendation model which utilizes the prediction of Quality-of-Services (QoS) based on collaborative filtering with optimized iteration. The benefit of employing iteration in collaborative filtering is that the prediction accuracy of QoS values can be raised significantly via recursive refinement. Since such iteration scheme will hinder training performance, a novel optimization strategy is introduced based on the predicting tree. Finally, the optimized model is implemented and deployed to conduct the experiments on a real-world data set, which contains 1.5 million web services invocation information. The experimental results show that our model has achieved better prediction accuracy than other models with similar performance.
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I. INTRODUCTION

In service-oriented architecture, web service technology is increasingly popular because of the support of interoperable machine-to-machine interaction over a network. However, with the diversification of what user needs, as well as the growth of web service number with the same type, it is difficult for users to find web service suited to them through a simple manual method. In addition, when a new web service is introduced, how the service providers looking for the potential users, and pushing new services to users, is becoming a very meaningful problem. If analyzing those problems carefully, we can find that the core problem is to obtain the prediction of web services which the user does not invoke before.

Typically, the nonfunctional characteristics of a web service are described by the Quality-of-Service (QoS), which is formed by a series of features (e.g., response-time, throughput, failure rate, etc.)[2]. This QoS value which is generally arranged into a user-item matrix can be obtained by statistically analyzing of the log from the web service providers. Due to the large number of services and the small quantity of services invoked by one user, the user-item matrix mentioned above is usually presented as a sparse one. Besides, the reliability and integrity of the collected data is limited because of the real-world environment, large quantity of users, complex network status and privacy protection[5]. As a result, how to predict the QoS value of unemployed items with the sparse matrix collected before is a challenge to us. To attack this critical challenge, the most useful technology is collaborative filtering, well known approaches in which include the user-based approach, the item-based approach, the cluster-based approach et al[5].

Unfortunately, neither the user-based model nor the item-based model fully utilizes the information of both similar users and similar items. One general property of these models is that the training matrix is utilized only once, but we have found that by iteratively refine the training matrix, the error of the QoS value prediction can be reduced significantly. Stemming from this observation, we propose an iteration-based collaborative filtering model to achieve better accuracy. However, such scheme has a major disadvantage that the overall performance is reduced due to the iteration. Therefore, in the second part of our paper, we present an optimizing scheme to decrease the runtime of training.

In brief, contributions of this paper include:
- To achieve better accuracy, a hybrid iteration-based model is proposed to make personalized QoS value prediction for active user.
- To promote the performance of iteration, an optimized predicting order induced by the PTree is designed to decrease the runtime.

The rest of this paper is organized as follow: Section 2 introduces the related work. Section 3 introduces the new model, and Section 4 describes the optimized strategy. Section 5 shows the experiments, and Section 6 concludes the paper.

II. RELATED WORK

Traditionally, collaborative filtering can be divided into three major categories[2,8]: the model-based approaches, the memory-based approaches, and the hybrid approaches.

In the model-based approaches, usually a predefined model is trained before the prediction with the training data set, which trends to be expensive, as well as lose useful information for dimensionality reduction techniques. Well known examples of the model-based approach include the SVD model[5,17], the clustering model[11,14,16], the aspect model[4,7], the classification model[3,9,13], et al. However, those work mainly focus on recommending the movies instead of the web services.

Among the memory-based approaches[10,14,15], the user-based[6] and item-based[12] are the most frequently used models suffering from data sparsity and scalability. Similarity computation methods[2,8], used in those models are pearson correlation coefficient (PCC), adjusted cosine
similarity (ACS), vector space similarity (VSS), et al. For example, the user-based collaborative filtering models using PCC (UPCC)[20], which makes the QoS value prediction according to the similar users' values, decreases the prediction accuracy when the data set is sparse. The same problems also exist in the item-based models (e.g., IPCC).

Recently, a kind of hybrid models, which is a joint consisting of the value predicted by single models is proposed[12,21]. WSRec[21] uses the confidence weight and an extra parameter to combine the prediction of UPCC and IPCC. Since limited prediction accuracy can those models achieve, method of iteration can be added to make better prediction. To the best of our knowledge, few works focus on the convergence of iteration and the optimized predicting order. Models proposed in [1,19], which just repeat basic cluster-based or neighbor-based model simply ignore the optimization and costs more time to carry on the iteration. In this paper, we propose an optimized iterative collaborative filtering model to extend the idea of hybrid and iteration, which could raise both the accuracy and performance significantly.

III. ITERATION-BASED COLLABORATIVE FILTERING

In this section, we introduce an iteration-based hybrid collaborative filtering model (ICF), and describe its key components in detail.

A. Overview

Definition of the iteration in our model is described as follows.

$$F(i) = \frac{\sum_{u} |q_{u} - q_{\bar{u}}|}{N} \quad (Eq. 1)$$

The objective function we designed is the mean absolute error which is between missing value predicted during two successive iterations.

B. Key Components

1) Similarity Computation

This step is to compute the similarity between different users or items, so that we can get the similar neighbors and predict the missing value in the training matrix. A variety of similarity calculation methods existed include ACS, PCC, VSS, among which PCC outperforms others due to its easy implementation and high accuracy[14,20]. As a result, we employ the PCC to compute the similarity in our model.

In UPCC, the missing QoS value $q_{ui}$ is predicted according to the items invoked by the similar users of user $u$. PCC is employed to calculate the similarity between user $u$ and other user $u_{r}$ based on the items they commonly have. Therefore, the similarity calculation can be written as:

$$Sim(u,u_{r}) = \frac{\sum_{i \in I(u)} (q_{ui} - \bar{u}) \cdot (q_{ui} - \bar{u})}{\sqrt{\sum_{i \in I(u)} (q_{ui} - \bar{u})^2} \cdot \sqrt{\sum_{i \in I(u)} (q_{ui} - \bar{u})^2}} \quad (Eq. 2)$$

where $q_{ui}$ is the vector of QoS value of item $i$ adopted by user $u$, $\bar{u}$ is the average QoS value of items that user $u$ adopted. Besides, $I = I_{u} \cap I_{u_{r}}$ is the set of items that both user $u$ and $u_{r}$ have invoked. If $I = \emptyset$, which means that there is no element in $I$, the value of $Sim(u,u_{r})$ will regard as null, not 0, because we do not have any information to carry out the similarity computation. Based on the previous definition, the similarity of two users, i.e. $Sim(u,u_{r})$, is in the interval of $[1,-1]$, where larger PCC value trends to indicate more similarity between two users. Similar method can also be used in IPCC.

2) Similarity Selection

In our model we have made some modifications to the original Top-K method to increase its robustness. For instance, if PCC value is negative, there is little similarity even no similarity in those two users or items. As a result, when entries in the user-item matrix have limited similar neighbors, the Top-K method still selects the dissimilar neighbors to predict the missing value, which will seriously reduce the accuracy of the prediction. To solve this problem, an extra parameter $\delta_{0} < \delta < 1$ is employed to exclude the dissimilar neighbors whose PCC value is non-positive. Similarity selection used in UPCC and IPCC is described by the following two equations.

$$S(u) = \{u_{r} | Sim(u,u_{r}) \geq \delta, 1 \leq k \leq K\} \quad (Eq. 3)$$

$S(u)$ used in UPCC contains at most $K$ elements selected by Top-K whose PCC value must be bigger than $\delta$. Similar method can also be used in IPCC.

3) Basic Prediction

Once the PCC value and the similar neighbors are available, a basic prediction is performed according to:

$$PU(q_{ui}) = \bar{u} + R(u) \cdot \frac{\sum_{u_{r} \in S(u)} Sim(u,u_{r}) (q_{ui} - \bar{u})}{\sum_{u_{r} \in S(u)} Sim(u,u_{r})} \quad (Eq. 4)$$

where $PU(u)$ used in IPCC is a vector of predicted QoS value of the entry $q_{ui}$, $\bar{u}$ is the average QoS value of items that user $u_{r}$ and $\bar{u}$ is the average QoS value of items that user $u$ adopted. In addition, $R(u)$ and $R(u_{r})$ which are the difference between maximum and minimum are employed to normalize the predicted value.

In order to avoid the cases that the predicted value is too large or too small, we have employed clamp operation for PU and PI, respectively, i.e.

$$PU(q_{ui}) = \begin{cases} 
\min(u) & \text{if } \min(u) < PU(q_{ui}) < \max(u) \\
\min(u) \cdot \min(u) \leq PU(q_{ui}) \leq \max(u) \\
\max(u) \cdot \max(u) > \max(u) 
\end{cases} \quad (Eq. 5)$$

which could remove the wrong predicted value produced in extreme conditions. Similar method can also be used in IPCC.

4) Compositive Prediction

The combination of user-based and item-based collaborative filtering model is proposed to fully utilize the information of similar users and similar items[12,21]. Since
the prediction accuracy of UPCC and IPCC is different, two confidence weights are employed using the method below.

\[ con(u) = \sum_{v_i \in \mathcal{S}(u)} \frac{\left( \text{Sim}(u, v_i) \right)^2}{\sum_{v_i \in \mathcal{S}(u)} \text{Sim}(u, v_i)} \]  

(Eq. 6)

After calculating the confidence weight, we use an additional parameter \( \lambda \) to indicate how much the final prediction relies on the UPCC and IPCC[21]. Consequently, the prediction equation for hybrid model is expressed as:

\[ P(\mathbf{q}_{uv}) = w(u) \times \text{PU}(\mathbf{q}_{uv}) + w(i) \times \text{PI}(\mathbf{q}_{uv}) \]  

(Eq. 7)

where Eq.8 and Eq.9 represent model weights of UPCC and IPCC, respectively.

\[ w(u) = \frac{\text{con}(u) \times \lambda}{\text{con}(u) \times \lambda + \text{con}(i) \times (1 - \lambda)} \]  

(Eq. 8)

\[ w(i) = \frac{\text{con}(i) \times (1 - \lambda)}{\text{con}(i) \times (1 - \lambda) + \text{con}(i) \times (1 - \lambda)} \]  

(Eq. 9)

IV. PTree-BASED OPTIMIZATION

In this section, we present an optimized model (OICF) based on a specially designed data structure to promote the performance of iteration.

A. PTree

As we can see, it is unnecessary to predict all the missing entries in the training matrix during the whole iteration. For example, the missing entries whose similar neighbors needn't predicting can just be predicted only in the first iteration. Though the predicted value may get better in the next iteration, the prediction accuracy gains quite less than the missing entries whose similar neighbors also need predicting. In addition, for the entries whose similar neighbors need predicting, first we can predict the similar neighbors, then make prediction for missing value using the predicted similar neighbors.

Based on this analysis, we design a data structure named PTree to find the predicting order of the missing entries. Firstly, the missing matrix which records the index of the missing entries is needed. Secondly, an adjacency matrix which stores the missing entries and their similar neighbors can be acquired in the step of similarity selection. Finally, with the missing matrix(mis_mat) and the adjacency matrix(adj_mat), the predicting tree which is stored in the depth matrix(dep_mat) can be constructed using the Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1 Create PTree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Procedure</strong> PTree(depth, K)</td>
</tr>
<tr>
<td>For mis_mat[1] \notin mis_mat do</td>
</tr>
<tr>
<td>If mis_mat[i] \notin dep_mat then //Create root</td>
</tr>
<tr>
<td>dep_mat[k][1] = 1/index of the missing item</td>
</tr>
<tr>
<td>k = k + 1 End if</td>
</tr>
<tr>
<td>depth = depth - 1 For j = 1 to K do llconstruct child nodes</td>
</tr>
<tr>
<td>If adj_mat[i][j] \notin dep_mat then</td>
</tr>
<tr>
<td>dep_mat[k][1] = adj_mat[i][j] End if</td>
</tr>
</tbody>
</table>

Generally, the parameter depth equals to \( T \) which is the maximum number of iteration. The computational complexity of constructing the PTree is \( O(N \log N) \) where \( N \) is the total number of missing entries.

B. Optimization Strategy

According to the description in Algorithm 1, each node in the PTree contains two fields: index of the missing entry and depth of the node. The predicting order can be acquired by the level traversal of PTree according to the sorted depth. Based on the predicting order induced by PTree, we design an optimization strategy to promote the performance of the brute force iterative model.

- In the \( t \)th iteration, we just predict the missing entries whose depths are not less than \( t \)
- For example, \( T=4, \text{depth}=4 \), in the first iteration, all the missing entries are predicted. In the second iteration, only the entries whose depth is larger than 2 are predicted again.
- With this strategy, we can reduce the runtime of the offline part rapidly.

V. EXPERIMENT

A. Experimental Setup

In our experiments, a series of programs implemented with Matlab are running on a PC with Intel Xeon X7460 CPU and 64G RAM. Additionally, the data set we used in this paper is from WS-DREAM[18,22,19] Two features of the QoS value collected in the data set are response-time and throughput, both of which contain a user-item matrix(339*5825). To evaluate the prediction accuracy and performance of different models, 10 user-item matrices(150*200) without missing value are selected from the original data set to serve as the real world QoS data.

<table>
<thead>
<tr>
<th>Tab.1 Parameter Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Train_user</td>
</tr>
<tr>
<td>Given_number</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>( \delta )</td>
</tr>
<tr>
<td>T</td>
</tr>
<tr>
<td>( \lambda )</td>
</tr>
</tbody>
</table>

150 service users are divided into training users and active users according to train_user. We randomly remove the entries in the training matrix according to density to generate sparse matrix with various sparsity. given_number
is provided to select the entries of active user as the missing value. Tab.1 describes all the parameters in the experiments.

B. Accuracy

In this paper, mean absolute error (MAE) is employed to measure the prediction accuracy of our model in comparison with other collaborative filtering models. The definition of MAE and RMSE is shown by the following equations.

\[
\text{MAE}(t) = \frac{1}{N} \sum_{u \in U, i \in I} |q_{ui}^t - q_{ui}^*| 
\]

(Eq. 10)

In these equations, \(q_{ui}^t\) denotes the real QoS value of web service \(i\) invoked by user \(u\), while \(q_{ui}^*\) denotes the QoS value predicted by different models. \(N\) is the number of missing entries.

To find the convergency of iteration, we evaluate MAE on throughput with increasing number of iterations (up to 40), showing in Fig.2.

![Fig. 1 Convergency of Iteration](image)

Two curves in Fig.1 illustrate that MAE of ICF and OCIF diminishes rapidly with the increasing of iteration number. Note that after roughly 4 iterations, both curves tend to be stable, which means the MAE convergenc. Therefore, four iterations seems sufficient for most cases, which is used in the succeeding experiments.

![Fig. 2 MAE on response-time](image)

![Fig. 3 MAE on throughput](image)

In Fig.2 and Fig.3, we compare predicting errors of ICF and OCIF on response-time and throughput, with 4 iterations. As we expected, the MAE reduce rapidly with the increasing of iteration, while the difference between ICF and OICF is small. This means the MAE of OICF is acceptable for both response-time and throughput. Evidently, using iteration greatly promotes the accuracy of QoS value prediction.

C. Performance

As is illustrated in Fig.4 and Fig.5, though the runtime of both models are higher than the non-iteration methods, the optimization strategy can improve the performance to some extent. Even for 4 times, the running time of OICF is still not very high, which is acceptable in most recommender systems.

![Fig. 4 train_user=100](image)

![Fig. 5 train_user=120](image)

VI. Conclusion

In this paper, we propose an iteration-based collaborative filtering method used in the web service recommender systems. One key point of our methodology is the choice of calculating the similarity functions more than once in order to raise its accuracy via recursive refinement. Besides, an optimization strategy is designed to promote the performance of iteration. Experimental results show that this iterative process and its corresponding optimization strategy can achieve better prediction accuracy with relatively high performance.

Further research based on the work in this paper includes the implementation of the web services recommender system. Additionally, the optimization strategy according to the predicting order could be adopted in other collaborative filtering models to reduce the cost of runtime. Furthermore, the model we proposed could be used to make other recommendation, such as the medical services, the e-commerce, et al.
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