Feature matching algorithm based on KAZE and fast approximate nearest neighbor search
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Abstract—This paper proposed a feature matching algorithm based on KAZE and fast approximate nearest neighbor search for that SIFT and SURF feature detection algorithm, extracting features by Gaussian pyramid in the linear scale space has the problems of fuzzy boundaries, detail missing, and low feature points matching rate. First, this algorithm uses Additive Operator Splitting (AOS) method for nonlinear diffusion filtering, and structure nonlinear scale space. Then use Hessian matrix to detect feature points, and construct the Gauge-SURF (G-SURF) descriptions in the Gauge coordinate. Finally, adopt fast approximate nearest neighbor search algorithm to match feature points, and use RANSAC algorithm to eliminate false matching points. Experiments show that this algorithm ensures the real-time nature and improves the feature matching rate.
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I. INTRODUCTION

Feature matching has been one of the focus in the research of the image processing. It is extensive applied in video stitching, 3D reconstruction, object recognition and detection, and other fields. The image matching algorithm based on the feature can overcome the problem of large amount of calculation and can solve the problem of image rotation and scale change better, relative to the image matching algorithm based on gray and the matching algorithm based on region.

The previous algorithms extract feature with the gaussian pyramid structure in the linear scale space generally. For example, Lowe’s SIFT (scale invariant feature transform) feature detection algorithm [1]. A feature descriptor based on scale space put forward in 2004 has good invariance and good ability to match in image translation, rotation, affine transformation. And Bay’s SURF algorithm [2] proposed in 2006, which is modified by SIFT algorithm is faster than SIFT several times, and has better robustness in multiple images. SURF accelerated the speed of operation greatly with Harris features and integral image. But the gaussian decomposition of SIFT and SURF feature detection algorithm lost local precision, and it is easy to cause boundaries and details loss. And features matching rate are not very high using feature descriptions such as SURF, M-

II. KAZE FEATURE EXTRACTION AND DESCRIPTION

This paper adopts KAZE algorithm as the feature extraction algorithm for feature matching, and the extracted features are described by using 64 dimensional Gauge-SURF feature descriptor vector.

A. KAZE feature point extraction

KAZE feature employs the normalized Hessian matrix to detect local maximum and determines the main direction of the feature points in nonlinear scale space. Nonlinear scale space is constructed with the method of AOS algorithm and variable conduction diffusion. Nonlinear diffusion filtering model [7] describes the evolution of the luminance of an image in different scales as the divergence of a certain flow function:

$$\frac{\partial L}{\partial t} = \text{div}(c(x,y,t) \cdot \nabla t)$$ (1)

where L is the luminance of an image, c(x,y,t) is the flow function, and

$$c(x,y,t) = g(|\nabla L_{\sigma}(x,y,t)|)$$ (2)

$\nabla L_{\sigma}$ is the gradient of a Gaussian smoothed image $L_{\sigma}$ of the original image [10], and
\[
g = \frac{1}{1 + \frac{\| \nabla L_s \|^2}{k^2}}
\]  

(3)

Where K is the contrast factor that controls the level of diffusion, and K is related to keep the edge information, the greater its value is, the less it can keep edge information. We think of K as the 70\% percentile of the gradient histogram \( \nabla L_s \) in this paper.

The discretization of equation (1) can be expressed as

\[
\frac{L^{i+1} - L^i}{\tau} = \sum_{i=1}^{m} A_i(L^i) L^{i+1}
\]

(4)

the solution of this equation is effective to arbitrary time step.

Where \( A_i \) is a conductivity matrix[8] on each dimension \( l \) of the image. KAZE algorithm uses \( O \) octaves and \( S \) sub-levels like SIFT respectively. Here we work with the original image resolution at each octave unlike downsampling in SIFT.

\[
\delta_i(o, s) = \delta_0 2^{\frac{o}{N}}
\]

(5)

where \( i \in [0, \cdots N] \), \( o \in [0, \cdots O - 1] \), \( s \in [0, \cdots S - 1] \), \( \delta_0 \) is the base scale parameter.

\( N = o \times s \) refers to the images of the whole scale space. Then mapping the scale parameter in pixels to the nonlinear scale space in time unit. \( t_i \) is the evolution time.

\[
t_i = \frac{1}{2} \delta_i^2
\]

(6)

We can get all the images in nonlinear scale space using AOS algorithm according to a set of evolutionary time,

\[
L^{i+1} = (I - (t_{i+1} - t_i) \sum_{i=1}^{m} A_i(L^i))^{-1} L^i
\]

(7)

Similar to SIFT, KAZE extracts feature points with Hessian matrix [5], Hessian is calculated as follows:

\[
L_{\text{Hessian}} = \delta_i^2 (L_{xx} L_{yy} - L_{xy}^2)
\]

(8)

Where \( L_{xx} \), \( L_{yy} \), \( L_{xy} \) represent the second order derivatives, \( \delta_i \) is the integer value of scale parameter \( \delta_i \). Then judging Hessian extremum points by comparing the size of point between the detecting point and 26 points around it, in the \( 3 \times 3 \times 3 \) neighborhood between three \( 3 \times 3 \) rectangular window of the current scale and adjacent scales. If the point has the extreme value, it is the feature point.

**B. Gauge - SURF feature vector describe**

G-SURF can not only keep the edge information, but also improve the matching rate of feature points relative to SIFT and SURF descriptors. Then calculate the first-order and second-order haar response \( L_x, L_y, L_{xy} \) in the size of \( 20 \times 20 \) (s is the scale factor) around the feature points. \( L \) denotes the convolution of the image I with a 2D Gaussian kernel \( g(x,y,\sigma) \), where \( \sigma \) is the kernel’s scale parameter:

\[
L(x, y, \delta) = I(x, y) \ast g(x, y, \delta)
\]

(9)

\( w \) is the gradient vector of feature points and \( v \) is the gradient’s vertical vector in the gauge coordinates \( (w, v) \), as follows:

\[
w = \left( \frac{\partial L}{\partial x}, \frac{\partial L}{\partial y} \right) = \frac{1}{\sqrt{L_x^2 + L_y^2}} (L_x, L_y)
\]

(10)

\[
v = \left( - \frac{\partial L}{\partial x}, \frac{\partial L}{\partial y} \right) = \frac{1}{\sqrt{L_x^2 + L_y^2}} (-L_y, L_x)
\]

(11)

Then calculate the second order Gauge derivative \( L_{ww} L_{vv} \),

\[
L_{ww} = \frac{L_x^2 L_{xx} + 2 L_x L_y L_{xy} + L_y^2 L_{yy}}{L_x^2 + L_y^2} = \frac{1}{L_x^2 + L_y^2} (L_x L_{xx}, L_y L_{yy} - L_x L_{xy})
\]

(12)

\[
L_{vv} = \frac{L_x^2 L_{yy} + 2 L_x L_y L_{xy} + L_y^2 L_{xx}}{L_x^2 + L_y^2} = \frac{1}{L_x^2 + L_y^2} (L_y L_{yy}, L_x L_{xy} - L_y L_{xx})
\]

(13)

We take 25 regularly distributed sample points in each subregion yields, and then calculate a four-dimensional descriptor vector \( d_i = (\sum L_{ww}, \sum L_{vv}, \sum |L_{ww}|, \sum |L_{vv}|) \), and generate a 64 - dimensional descriptor vector[11].

Figure 1. Gauge - SURF descriptor vector structure
III. FEATURE MATCH

It’s time consuming use the nearest neighbor search algorithms such as k - d tree for high-dimensional vector space. In order to reduce the matching time and increase the feature points matching rate, we use FLANN( fast approximate nearest neighbor search ) algorithm, which can choose different precision and select different parameters quickly. First,FLANN find the matching point pair which has the recent Euclidean distance \( d \), then eliminate the false matching points through RANASC.

\[
d = \sqrt{(x_1 - x_1')^2 + (x_2 - x_2')^2 + \ldots + (x_{64} - x_{64}')^2}
\]

(14)

Where \( (x_1, x_2, \ldots, x_{64}) \) and \( (x_1', x_2', \ldots, x_{64}') \) represent the 64-dimensional G-SURF descriptor vector for matching feature points pair respectively.

We eliminate false matching feature points [9] using RANASC algorithm in order to improve the matching efficiency, for it exists some false matching inevitably using FLANN algorithm.

IV. EXPERIMENT RESULT AND ANALYSIS

In order to verify the performance of this algorithm, we implement the algorithm of this paper in VS2010 using C. We find that the proposed algorithm has improved in run time and feature points matching rate through the matching experiment with random images. Figure 2 are two cars pictures which has some overlap. Figure 3 are the feature points with KAZE to extract and with G-SURF to describe. (a) detects 709 feature points, and (b) detects 805 feature points. Figure 4 is the matching use this paper’s algorithm, the effective matching points are 34, and the correct matching rate reaches 85%.

![Figure 2. Original experimental images](image)

(a) cars 1  (b) cars 2

![Figure 3. Feature points using KAZE to extract](image)

(a) Feature points figure of cars 1  (b) Feature points figure of cars 2

![Figure 4. Matching use this paper’s algorithm](image)

From table I, feature points matching ratio has been improved relative to using single SURF extracting feature because this algorithm uses KAZE to extract features and use G-SURF to describe features. The matching accuracy also will has different with using the same feature extraction and description method but different methods to match. From table 1, we can see matching accuracy has been increased greatly using FLANN algorithm relative to KNN algorithm.

Figure 5 is the matching use SIFT to extract features and use FLANN to match the feature points for the image in figure 2. Table II is the comparison of feature matching between SIFT and KAZE. The matching ratio use KAZE feature have a certain degree of improvement.

![Figure 5. Matching use SIFT feature points](image)

<table>
<thead>
<tr>
<th>Table I. The Compare of Matching Efficiency Between</th>
</tr>
</thead>
<tbody>
<tr>
<td>matching point pairs</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>this paper’s algorithm</td>
</tr>
<tr>
<td>SURF+FLANN</td>
</tr>
<tr>
<td>G-SURF+KNN</td>
</tr>
</tbody>
</table>
TABLE II. COMPARISON OF FEATURES MATCHING BETWEEN SIFT AND KAZE

<table>
<thead>
<tr>
<th></th>
<th>Number of Matches</th>
<th>Number of Inlier</th>
<th>Match rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT</td>
<td>11</td>
<td>9</td>
<td>81.82%</td>
</tr>
<tr>
<td>KAZE</td>
<td>45</td>
<td>40</td>
<td>88.90%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper researched the feature matching algorithm based on KAZE and fast approximate nearest neighbor search. First, it uses KAZE to extract feature points in nonlinear scale space, then describes the extracted feature points with Gauge-SURF vector. Finally, it matched feature points in the method of fast approximate nearest neighbor search, and used RANSAC to eliminate false matching points. Experiments show that matching efficiency has been promoted comparing with previous methods such as SURF. Next step we will study in terms of the speed of the algorithm, in order to achieve real-time requirements of this algorithm, and study how to apply the algorithm in image stitching.
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