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Abstract—Multi-view based reconstruction is always focused in computer graphics and many excellent algorithms have been reported these years. According to Middlebury benchmark, PMVS(Patch based Multi-View Stereo) outperforms all the other submitted algorithms [1]. In this paper, we propose an improved PMVS algorithm based on quasi-dense matching to save time cost of the original algorithm. Improved algorithm reduces running time for patch expansion through building a quasi-dense set of initial patches and depresses time complexity of the algorithm. The experiments demonstrate effectiveness of improved algorithm.
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I. INTRODUCTION

Reconstructing 3D models from multi-view images can reduce artificial workload effectively, so it has a very wide application prospects in the fields of aerial mapping, visual navigation, medical diagnosis, electronic commerce and virtual reality, etc. The goal of multi-view stereo is to reconstruct a complete 3D object model from a collection of images taken from known camera viewpoints. According to the recent survey provided by Seitz [2], many excellent algorithms have achieved better accuracy. The algorithms can be roughly classified into four classes according to the object models employed in the rebuilding process: Voxel-based approaches [3],[4],[5],[6],[7] require knowing a bounding box that contains the scene, and the reconstruction accuracy is limited by resolution of the voxel grid. Deformable polygonal meshes based algorithms [8],[9],[10] demand a good starting point—for example, a visual hull model [11]—to initialize the corresponding optimization process, which limits their applicability. Approaches based on multiple depth maps [12],[13],[14] are more flexible, but require fusing individual depth maps into single 3D model. Finally, patch-based methods [15],[16],[17] represent scene surfaces by collections of small patches (or surfels). Among the four kinds of methods, the first three need prior knowledge (valid depth range, bounding box, or visual hull) to initiate the optimization process, which may not be feasible for outdoor scenes and/or cluttered images. While the patched-based methods do not require any initialization, it is capable of detecting and discarding outliers and obstacles automatically. A quantitative evaluation on the Middlebury benchmark shows that, for four out of the six data sets, the PMVS algorithm [16] outperforms all the other submitted. The PMVS algorithm consumes a bigger time cost while it exhibits the outstanding performance. This paper would improve time performance of the algorithm through exploiting quasi-dense matching method. The paper is organized as follows. Section 2 gives a simple introduction of PMVS algorithm and the method of Quasi-Dense matching briefly. Section 3 describes implementation steps of the improved PMVS algorithm. Experimental results and discussion are given in Section 3. Section 4 concludes the paper.

II. RELATED WORK

A. PMVS algorithm

PMVS is an algorithm for calibrated multi-view stereopsis which outputs a dense set of rectangular patches covering the surfaces visible in the input images. The PMVS algorithm associates with each image I, a regular grid of β×β pixels cells C(x,y) and attempts to reconstruct at least one patch in every image cell. The algorithm consists of three procedure, simple initial feature matching, patch expansion, and patch filtering:

(1) Feature Matching: Features found by Harris and difference-of-Gaussians (DOG) operators are first matched across multiple pictures, which yields a sparse set of patches associated with salient image regions;
(2) Patch expansion: Spread the initial patches to nearby pixels and obtain a dense set of patches;
(3) Filtering: Visibility constraints are then used to eliminate incorrect matches. The purpose of the initial feature matching step is to generate a sparse set of patches.

The expansion and the filtering steps are iterated 3 times (n=3 in the experiments below) to make patches dense and remove erroneous patches. Patch expansion is mainly part of the PMVS algorithm. The goal of the expansion step is to reconstruct at least one patch in every image cell C(x, y). Since the set of initial patches (seed patches) generated by the feature matching step is sparse, the expansion step is massive work. Suppose that we can get a relatively dense set of the initial patches, the load of this step would be reduced, and saving of the expansion step will lead to reduction of the running time. This is basic idea of this paper.

B. Quasi-Dense Matching

Generally, matching points between two views can be got both in the standards sparse approach and dense approach. But sparse matching of interest points is not sufficient for representing scenes or the objects in the scene as it merely reconstructs sparsely distributed 3D points [18],[19]. While the main disadvantages of the best dense stereo methods are
that they only reconstruct smoothed layers of disparities, special configurations in handling multiple views (often in one half-space looking at the other half-space and for images of small baselines), also they are very expensive in terms of time and memory [20]. Here we mainly introduce the Quasi-Dense matching approach proposed by Lhuillier and Quan [21],[22]. The quasi-dense approach gives more robust and accurate geometry estimations than the standard sparse approach, and produces a high density of points that can be used for direct surface reconstruction.

Quasi-dense matches start with the standard sparse matching algorithm between two images to detect the points of interest in each image, then propagate matches from some sparse matches to their neighborhoods. To match these points of interest in two images, Lhuillier and Quan suggested ZNCC (Zero-Mean Normalized Cross Correlation) method, which can get a list of sparse point correspondences. They further make the point correspondences dense by match propagation, first sort the list of point correspondences by decreasing correlation score as seed points. At each step of the propagation, they choose the best corresponding points scored by ZNCC from the current list of seed points. Then, in the immediate spatial neighborhood of the seed points, they look for new potential and add the bests to the current list of seed points according to a combination of local constraints, including correlation, gradient disparity, and confidence. A more detailed description of match propagation and its properties can be found in [21]. Quasi-Dense matching is a very efficient approach, both in time and space, and at each time, only the best match is selected. This drastically limits the possibility of bad matches. For instance, the seed selection step seems very similar to many existing methods [23] for matching points of interest using correlation, but the crucial difference is that we need only take the most reliable ones rather than trying to match a maximum number of them. This is a best-first match propagation strategy which produces denser, but not completely dense point correspondences. The quasi-dense matching approach is robust to outliers lying in the set of initial matches due to the best-first strategy in the propagation.

III. THE IMPROVED PMVS ALGORITHM

In PMVS, the patch expansion step start from the initial patches, and construct no less than one patch in every image cell \( C_i(x,y). \) The expansion process spends a lot of time. In order to improve efficiency of expansion, we produce more initial patches. That means we need denser features. For this purpose, the quasi-dense approach is combined into PMVS to generate the initials patches which are denser. The improved PMVS algorithm based on quasi-dense matching is implemented as follows, it consists of five steps (Fig. 1): (1) Initial feature matching: Feature matching to get the sparse matched features; (2) Quasi-dense matching: Combine Quasi-dense matching approach to obtain a denser matched features; (3) Resample: Resample the matched features to be more uniform and stable; (4) Patch expansion: (5) Patch filtering

In details:

1) Initial Feature Matching: We extract the feature points in each images using SIFT [24] descriptor instead of the Harris and DOG using in the original PMVS. Because SIFT features are invariant to rotation and scaling, which provides robust matching with better stability. The stability of the matching feature points is necessary to the match propagation process in next step, it will enhance the reliability of seed points.

2) Quasi-Dense Matching: In this step we attempt to make the matching points dense by using match propagation. To get more accuracy matching points, The ZNCC is used to reject definitively any match whose ZNCC score is less than 0.8. This gives a list of sparse point correspondences more reliably. We first sort this list of point correspondences using the ZNCC score. These sorted points are called seed points. At each step of the propagation, we choose the best corresponding points scored by ZNCC from the current list of seed points. Then, in the immediate spatial neighborhood of the seed points, we look for new potential matches and add the bests to the current list of seed points according to a combination of local constraints, including correlation, gradient disparity, confidence and uniqueness.

3) Resample: We want to produce uniform distribution of matched points in the images through resampling. The first image plane is initially divided into a regular square grid of \( 8 \times 8 \) pixels. For each square region, all point correspondences inside it are used to tentatively fit a plane transformation. The Random Sample Consensus (RANSAC) [25] is used for a robust estimation of the transformation, \( H. \) Finally, for each confirmed region correspondence, a pair of corresponding points \( u_i \rightarrow H u_i \) is created by selecting a representative center point of the patch in the first image, \( u_i \) and its corresponding point \( H u_i \) in the second image. The corresponding points created this way are called the “quasi-dense correspondences”. In practice, we add the quasi-dense correspondences to the list of point correspondences and sort both by ZNCC scores to get the final quasi-dense point correspondences. These resampled corresponding points are more suitable and more reliable for reconstruction thanks to their more uniform distribution in image.

4) Patch Expansion: Patch expansion step start with the initial patches triangulated from quasi-dense point correspondences in the step 3, generate new patches in nearby empty spaces using the properties of the similarity of the unit normal vector and location between the neighboring patches with depth continuity and neighboring constraints.
5) **Patch Filtering:** To remove erroneous patches, visibility constraints with photometric discrepancy function are used to eliminate incorrect patches lying either in front or behind the observed surface.

IV. COMPARATIVE EXPERIMENT

For testing the algorithm suggested in this paper, we compare it with the PMVS algorithm on the Middlebury Temple (47 views) and Dino (48 views) datasets. The reconstruction results are shown in Fig. 2.

In Fig. 2, the upper row is reconstruction result for the Dino dataset and the lower line is reconstruction result for the Temple dataset. The left column is original model, the middle column is reconstruction result by PMVS and the right column is reconstruction result by using method provided in this paper. The number of final patches and time cost for two algorithms are listed in Table 1.

The experimental results in Table 1 show that, for Temple datasets the PMVS generates 90081 patches and the improved algorithm generates 89867 patches; for Dino datasets the PMVS generates 99345 patches and the improved algorithm generates 98763 patches. All reconstructed patches equal unit normal vector which means the reconstructed results have equal visual effect. Time cost of improved algorithm and PMVS are also listed in Table 1.

Table 1 suggests that, improved algorithm has 9.21% time saved and 0.59% patches loss on Dino dataset and 8.85% time saved and 0.24% patches loss on Temple dataset, while compared with the PMVS algorithm. That means the improved algorithm has 9% time cost saved and 0.42% patches loss on average. It also means improved algorithm can save reconstruction time on the condition of having mini effect on the reconstruction result.

All experiments are carried out on a computer equipped with 4GB RAM, 3.30GHz CPU. And the algorithms are implemented in C++.

![Figure 2. Reconstruction for the Middlebury Dino and Temple dataset.](image)

### Table I. Number of Reconstructed Patches and Time Cost

<table>
<thead>
<tr>
<th>Model</th>
<th>Source Images</th>
<th>Reconstructed Patches</th>
<th>Time Cost(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PMVS</td>
<td>Improved</td>
</tr>
<tr>
<td>Dino</td>
<td>48 views</td>
<td>99345</td>
<td>98763</td>
</tr>
<tr>
<td>Temple</td>
<td>47 views</td>
<td>90081</td>
<td>89867</td>
</tr>
</tbody>
</table>

V. CONCLUSION

PMVS is one of the excellent Multi-view stereo algorithms, but it handles the datasets with a high time-complexity. To improve this problem, we implement the PMVS algorithm based on the quasi-dense matching. The algorithm shows the significance that the patches expansion performed, considering the influence of the initial patches in the patches expansion steps, we have proposed the quasi-dense matching method to get a quasi-dense set of initial patches. Our experiment demonstrates that this improved method can lessen the running time of expansion step, further reduce the total computation time and improve efficiency of the algorithm.
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