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ABSTRACT
Visual Question Answering (VQA) has recently attained interest in the deep learning community. The main challenge that exists in VQA is to understand the sense of each modality and how to fuse these features. In this paper, DXMN (Deep Cross Modality Network) is introduced which takes into consideration not only the inter-modality fusion but also the intra-modality fusion. The main idea behind this architecture is to take the positioning of each feature into account and then recognize the relationship between multi-modal features as well as establishing a relationship among themselves in order to learn them in a better way. The architecture is pretrained on question answering datasets like, VQA v2.0, GQA, and Visual Genome which is later fine-tuned to achieve state-of-the-art performance. DXMN achieves an accuracy of 68.65 in test-standard and 68.43 in test-dev of VQA v2.0 dataset.
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1. INTRODUCTION
The field of deep learning has been consistently pushing its boundaries further to achieve better results. There are different tasks which are tackled using deep learning and one such is Visual Question Answering (VQA). Other tasks like object classification which involve uni-modal features or even tasks like image captioning which require multi-modal features are easier compared to VQA. In VQA, intricate details from both the features are important to get the desirable result.

The extraction of features from the image and question independently needs to happen and then the features need to be examined and combined. The favourable outcome of convolutional neural networks in the field of vision was identified in ILSVRC 2012 challenge [1]. Instead of taking features from the entire image into consideration like ResNet-152 [2], attention mechanism is used. It is seen that attention mechanism for vision [3], text [4] and speech [5] produce better results for the uni-modal tasks. Similar idea was introduced in VQA and the results improved.

The Figure 2 shows technique used to answer the question related to the image. It uses attention mechanism to extract only the reasonable features from the image and then the features of the question extracted. Section 3 explains how the features from both the modalities are made to achieve required solution.

Q: What animal is it?  A: elephant
Q: What game is being played?  A: baseball

Figure 1. Showing few results of DXMN network on the VQA 2.0 dataset.

Compared to other papers, the entire focus is to construct the relationship between the two modalities. Here in DXMN, instead of just prioritizing an inter-modality relationship, similar priority is given to intra-modality relationship. Figure 1 shows few results of the DXMN network on the VQA 2.0 dataset. It takes as input an image and a question related to the image and finally outputs the answer to question.
2. RELATED WORK

The methods proposed to tackle the VQA problem kept improving as the time passed by. During the initial stages, bag of words model was used to decode the question meaning, later the embeddings of words were passed through gated recurrent unit (GRU) [6] or long short term memory (LSTM) [7] to get the question semantic. The image was passed through VGG [8] or ResNet [2] to get the spatial features of the image.

The VQA task achieved better result compared to traditional approaches after the bottom-up and top-down approach [9] which used Faster R-CNN [10]. In bilinear fusion [11], the features from both the modalities required higher number of parameters which made it fused using bilinear pooling. However, bilinear pooling is computationally expensive. Then few more fusion approaches were proposed like multimodal compact bilinear (MCB) pooling [12] and Multimodal Tucker Fusion (MUTAN) [13] which used comparatively lesser number of parameters and achieved better results.

In coattention mechanism [14], different regions from the images and question were merged independently to establish unique relationship among themselves. [15] tried to further extend this mechanism, the main idea was to obtain the language concept of the image instead of just focusing on the features of image.
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Apart from coming up with newer architecture to tackle the VQA problem, there are training techniques [18, 19, 20, 21] put forward which might help to increase the accuracy. A special care is taken in the dataset while training which takes the semantic changes in the input data into consideration that might affect the output.

3. PROPOSED MODEL

The final objective of any VQA architecture is to find an answer to a question about an image. It takes into account, an image and a question as inputs and outputs a most appropriate answer to the question. This section proposes the architecture used in this paper. It is pictorially represented in the Figure 2.

As shown in the Figure 2, the image is represented using sequence of objects which comes from the output of Faster R-CNN [10] and the pretrained BERT [16] is used for extracting the token embeddings which represent the words in the question. For extracting the token embeddings, sum of last four layers of the BERT [16] output is taken.

The entire architecture is mainly divided into two components (1) Inter-Modality Fusion Block and (2) Intra-Modality Fusion Block which will be explained in the following subsections in greater detail.

3.1. Inter-Modality Fusion Block

In further discussion, each image feature corresponds to individual object which is obtained from Faster R-CNN [10] and feature of question is nothing but the token which is obtained from BERT [16]. In this paper, from each image top 36 objects were taken from the output of Faster R-CNN [10] based on their confidence values, and the question which was severed as input was represented in 20 tokens which is nothing but the output of BERT [16] after passing question through it. After taking the sequence of objects from the image which comes from
the output of Faster R-CNN [10] and the tokens from the question which comes from the output of BERT [16], this section represents how the relationship between the two modalities is established.

The inputs taken are represented as, $X \in \mathbb{R}^{m \times n}$ and $Y \in \mathbb{R}^{P \times q}$, these inputs $X$ and $Y$ are shown in Figure 1, in the Inter-Modality Fusion Block section. All the features of $X$ are concatenated with each individual feature of $Y$, in Equation(1). This concatenation of $X \in \mathbb{R}^{m \times n}$ in Equation(1) happens for every feature of $Y$ one by one. For instance, if $X$ represents the output of Faster R-CNN [10] and $Y$ is the output of BERT [16], for $y_1$ in Equation(1), all the features of $X$ will be concatenated with $Y_1$, where $Y_1$ is the first token of output of BERT [16]. Similar process will happen from $y_1$ to $y_p$ in Equation(1), where $p$ is the total number of tokens. Then, a function is implemented, $\psi : x \in \mathbb{R}^{m \times (n+q)}$ which defines new set of parameters for each of the concatenation of features taking place independent of the other concatenations, $W \in \mathbb{R}^{(m+q) \times n}$ and $b$, where $b$ is the bias, in Equation(2). In the above mentioned example, each of the concatenation undergoes the $\psi$ function defined in Equation (2).

$$y_k = \psi_k([X,Y_k])$$  \hspace{1cm}  (1)

Where,

$$\psi(x) = \tanh(xW + b)$$   \hspace{1cm}  (2)

The computed $y_k$ in Equation(1), for each of the feature concatenation are then cascaded in Equation(3). From all these cascaded values of $y$ in Equation(3) an average is computed out of it and stored in $z$, which happens in Equation(4). In the above mentioned example, where the $y_1$ to $y_p$ is computed in Equation(1), all the values are then cascaded in Equation (3) and their average is computed in Equation (4).

$$y = [y_1, y_2, y_3, ... y_p]$$ \hspace{1cm}  (3)

$$z = \frac{1}{m} \sum_{i=1}^{p} y_i$$ \hspace{1cm}  (4)

$z$ from Equation (4) needs to be brought to a fixed dimension, so that the outputs from both the fusion blocks have the similar dimension. $s_i$ represents the result from each block in computed in Equation (5). $\Theta$ from Figure 1 performs the Hadamard product, which is nothing but the element-wise product of two matrices. Result from both the blocks, mentioned in Equation(5), are taken and Hadamard product is performed on them, in Equation(6), which is stored in $Y_1$. In the above mentioned example, where if $X$ represented the output of Faster R-CNN [10] and $Y$ was the output of BERT [16], it finally computed $s_1$, now the exact opposite will happen where $X$ would represent the output of BERT [16] and $Y$ would represent the output of Faster R-CNN [10], all the computation would repeat from Equation(1) to Equation(5) and this would finally lead to $s_2$ in Equation(5). Then, the computed $s_1$ and $s_2$ would undergo Hadamard product and store their value in $\bar{Y}_1$ in Equation(6).

$$s_1 = ReLU(z\bar{W}_o + b_o)$$ \hspace{1cm}  (5)

$$\bar{Y}_1 = s_1 \odot s_2$$ \hspace{1cm}  (6)

Where, $\bar{W}_o \in \mathbb{R}^{m \times K}$ and $b_o$ are the learned weights and bias respectively.

3.2. Intra-Modality Fusion Block

The intention of this section of the paper is to establish the relationship between the features of the same modality. It takes either the sequence of tokens from the BERT [16] or the objects of the images at a time and sets up an association among themselves.

Inputs to the Intra-Modality Fusion blocks can be shown as $A \in \mathbb{R}^{a \times \beta}$ and each feature of $A$ is made to concatenate with other features, in $q_j$, in Equation (7). For instance, if $A$ represents the output of Faster R-CNN [10], then in $q_1$ of Equation (7), all the features of $A$ will be concatenated with the first object of the output of Faster R-CNN [10] and similar process will happen from $q_1$ to $q_a$, where $a$ is the total number of objects detected. Similar to what was done in Inter-Modality Fusion, a function is defined $\varphi(x) : x \in \mathbb{R}^{a \times (\beta + \beta)}$, which defines new set of weights $W \in \mathbb{R}^{a \times (\beta + \beta)}$ and $b$, where $b_t$ is the bias, for each of the concatenation happening, in Equation (8).

$$q_j = \varphi_j([A, A_j])$$ \hspace{1cm}  (7)

Where,

$$\varphi(x) = \tanh(xW_r + b_r)$$ \hspace{1cm}  (8)

For each of the concatenated values passed through $\varphi$ function, in Equation (8), it is then cascaded in Equation (9), and its average would be computed for the same, in Equation(10). In the above mentioned example, the values $q_1$ to $q_a$ computed in Equation (7) are cascaded in Equation(9) and their average is found in Equation (10).

$$q = [q_1, q_2, q_3, ..., q_a]$$ \hspace{1cm}  (9)

$$z_o = \frac{1}{a} \sum_{i=1}^{a} q_i$$ \hspace{1cm}  (10)
Figure 3. Showing how attention on an image is adjusted based on question.

Finally, $z_o$ from Equation (10) is brought to the same dimension of $z$ from Equation (4) using the parameters $W_e \epsilon \mathbb{R}^{B \times K}$ and $b_o$. Again, result from both the intra fusion blocks are represented in Equation (11) and finally Hadamard Product on both the outputs of Equation (11) are performed on Equation (12). In the above mentioned example, where $A$ represented the output of Faster R-CNN [10], it led to the computation of $t_1$. The entire similar process will take place from Equation(7) to Equation(12), but this time with $A$ being the output of BERT [16] and this would compute $t_2$. Then, the Hadamard product of $t_1$ and $t_2$ would take place in Equation(12).

$$t_i = \text{ReLU}(zW_e + b_e)$$

$$\bar{Y}_2 = t_1 \circ t_2$$

4. SIMULATION RESULT AND DISCUSSION

4.1. Datsets

DXMN model uses three datasets, VQA v2.0 [24] and GQA [25] and Visual Genome [26] for evaluation. There were considerable number of images that were common across different datasets. These images were not repeated and all the questions from that image across different datasets were combined. Thus, this merged data consists of 180K distinct images and 3M questions. A large number of distinct answers were found in this combined dataset. Only the most frequent 9000 answers were selected which cover almost all the questions from the above mentioned datasets. Partially inspired by LXMERT [17], instead of having a large validation set to avoid overfitting of model, a pruned validation set is used of 5K images and 36K questions and rest of the data is used as training set.

4.2. Image Features

Instead of passing the entire image through convolutional neural networks to extract its spatial features, the image is passed through Faster R-CNN [10]. 36 objects are extracted from each image which are passed through the image.

4.3. Question Embedding

The question is passed through pre-trained BERT [16] bert-base-uncased model where its words are converted into tokens. The length of the number of tokens is set as 20 and each token has a default size of 768. Questions with number of tokens less than 20 are end-padded using the pad token.

4.4. Implementation

The model is implemented using Pytorch [27] and all the initializations are default Pytorch [27] initialization. DXMN is pre-trained on the aggregated dataset till the accuracy on validation set keeps increasing to avoid overfitting. Pre-training on the aggregated dataset happens for 26 epochs. The model uses Stochastic Gradient Descent [28-34] optimizer for training and reducing the loss. For the first 7 epochs the learning rate is set to $1e^{-3}$ and $1e^{-4}$ epoch 8 onwards. To avoid exploding gradients gradient clipping technique is used. Also, Dropout is used in the model [35-43].

4.5. System Requirement

The system that was used for training and inference had Intel Xeon CPU of 2 GHz 16 cores with the GPU of Nvidia Tesla T4. It took nearly 8.5 days for DXMN to train from scratch on the 180K images questions and 3M questions.

Table 1. Accuracy achieved by different models across test-standard of VQA v2.0.

<table>
<thead>
<tr>
<th>Models</th>
<th>Yes/No</th>
<th>Number</th>
<th>Other</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSS [19]</td>
<td>73.25</td>
<td>39.77</td>
<td>55.11</td>
<td>59.91</td>
</tr>
<tr>
<td>LMH [20]</td>
<td>77.85</td>
<td>40.03</td>
<td>55.04</td>
<td>61.64</td>
</tr>
<tr>
<td>SCR [23]</td>
<td>77.40</td>
<td>40.90</td>
<td>56.50</td>
<td>62.30</td>
</tr>
<tr>
<td>UpDn + MUTANT</td>
<td>82.07</td>
<td>42.52</td>
<td>53.28</td>
<td>62.56</td>
</tr>
</tbody>
</table>
4.6. Qualitative Analysis

In order to understand how the model adjusts its attention Figure 3 can be visualized. The attention that is focused on the image is based on the question being asked is shown in image. The entire attention in the image is focused on the bat, as the question that is asked is related to bat. Similarly, the attention keeps adjusting itself depending on the question asked in the image. This process can be clearly visualized in Figure 3.

Unlike the other older methods, which took the entire image into consideration to focus its attention on depending on the question, here in DXMN, the top 36 objects which are given as output from the Faster R-CNN [10] are taken into account in order to decide the attention. This process increases the accuracy which can be clearly visualized in Figure 3.

4.7. Comparative Analysis

DXMN achieves state-of-the-art result in the VQA v2.0 dataset. The in-depth analysis across various categories of how DXMN performs compared to other models who have achieved state-of-the-art results is shown in Table 1. The technique or the formula used for calculating the accuracy is mentioned in Section 4.8.

4.8. Final result

Table 2. This is the accuracy achieved by DXMN in VQA 2.0 dataset across various categories.

<table>
<thead>
<tr>
<th>VQA 2.0</th>
<th>Test Set</th>
<th>Yes/No</th>
<th>Number</th>
<th>Other</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test-Standard</td>
<td>85.30</td>
<td>51.04</td>
<td>58.18</td>
<td>68.65</td>
</tr>
<tr>
<td></td>
<td>Test-Dev</td>
<td>85.13</td>
<td>50.88</td>
<td>58.24</td>
<td>68.43</td>
</tr>
</tbody>
</table>

DXMN was able to achieve an accuracy of 68.43 in test-dev and 68.65 in test-standard of the VQA v2.0 dataset after training it on the datasets mentioned in section 4. The result is explained in detail in Table 2.

Yes/No, Number and Other are the different categories of answers existing in VQA 2.0 dataset and the respective accuracies achieved across those categories. The accuracy is calculated using the following the formula:

\[
\text{Acc(\text{ans})} = \min \left\{ \frac{\# \text{humans that said ans}}{3}, 1 \right\}
\]

(13)

5. CONCLUSION

In this paper a novel architecture is proposed for visual question answering. The main idea proposed is to take the relationship between same modality into consideration along with relationship between same modality into consideration along with relationship between different modalities. This model achieves state-of-the-art result for VQA v2 dataset. Also, this paper introduces novel method of learning the features in the modalities. It is believed that there is room of improvement in this field and this paper might contribute to enhance researches happening in future.
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