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ABSTRACT
Educational institutions determine students’ strengths and weaknesses through exams. Students find numerous ways to cheat in physical exams like exchanging their sheets, using hidden notes, getting good grades, fulfilling their parents’ expectations, and whatnot. Due to the physical limitations of human supervisors, typical invigilation methods cannot conduct successful exams while maintaining their integrity. An automated method based on computer vision to detect anomalous activities during exams is proposed in this study. This study centers around invigilating students’ suspicious behaviour during physical exams through closed-circuit television (CCTV) cameras. The proposed method uses You Only Look Once (YOLOv3) with residual networks as the backbone architecture to inspect cheating in exams. The obtained results show the credibility and efficiency of the proposed method. The experimental results are promising and demonstrate the invigilation of the students in the examination. In this work, achieve 88.03% accuracy for the detection of cheating in the classroom environment.
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1. INTRODUCTION
Exams are the most significant part of an education process. Assessment or exam is the method of seeking and interpreting the grades used by students and teachers to evaluate where the students are lying in their learning, in which areas of study they need more effort and how they get there. As more assessments or exams are taken, there are more chances to monitor and avoid the inappropriate means of cheating and preserve the integrity of the examination. Extensive developments in information and communication technologies (ICT) have impacted human life in every domain, particularly education.

Academic dishonesty and cheating have constantly been worrying factors for the educational institutes in the education system worldwide. It ruins the individuality of the students. The fact is that the students adopt different cheating approaches during the examination. There are psychological and social reasons why students opt to cheat in exams, such as parent’s pressure, feeling of incompetency, want better grades, time constraints, fear of failure, and take a risk with less fear of being caught [1]. The research of Dr. Donald McCabe’s and the International Centre for Academic Integrity survey and analysis states that about 68% of undergrads admit to using unfair means or cheating during exams [2]. There are various means of cheating that students adopt in exams. For example, in traditional physical exams, students use cheat sheets, writing on hands or arms, communicate to fellow students, hidden cell phones, etc.

In a traditional examination, human invigilators must be present for invigilation in the examination hall to monitor the students during exams. The more the number of students, the more invigilators are required in this system. More labor, energy, time, effort, and cost are the requisites of this system, making this traditional system burdensome. A proper invigilating system is needed to prevent cheating in examinations as it directly impacts the student’s morality.

To ensure the principles and integrity of exams and to prevent cheating, a system based on computer vision is proposed in this paper. It will detect cheating by the detection of head and neck movements through a surveillance camera. It is more precise and error-free as compared to human labour. This system is better and more effective than the traditional invigilation system as it does not require as much labour, energy, effort, and time as needed in the conventional system.

In this paper, proposed a system that detects and recognizes the cheating done by the students in the classroom during exams. For the detection of the cheating implemented the Yolov3 [3] with ShuffleNet [4] as backbone architecture. In Yolov3, DarkNet-53 was used as the backbone. ShuffleNet was instigated as the
backbone architecture in the proposed model. The architecture of yolov3 was changed and named it as modified yolo. The details regarding architecture were discussed in the methodology section 3. The rest of the paper is organized as follows. Literature work is discussed in section 2 of the article. In section 4, go through our results and explain what we’ve learned from our experiments. Finally, in section 5, come to a close with a brief conclusion and suggestions for future work.

2. RELATED WORK

Cheating during exams has become a significant challenge for academic institutions. On the one hand, where exams gauge a student’s strengths and weaknesses, it plays an essential role in learning for educational institutions. In physical exams, students use unfair means to pass the examination. Students find their ways to cheat mainly due to the supervisor’s negligence. Typical invigilation methods are human-dependent, time-consuming, require energy, and are not very successful in preventing students from cheating. Educational institutions need an automated and authentic way to prevent and detect different types of cheating during physical and online exams.

In the past few years, cheating and suspicious activities of students during online and physical exams have been detected multiple times by using machine learning and deep learning. Chang Liu et al. [5] presented a model using Spatial-temporal features to detect students’ abnormal behaviour. Their proposed model successfully identified in movements like turning around, raising hands, etc. with 93.3% accuracy.

Plagiarism, another form of cheating or showing some other person’s work as your own, is found by Li [6]. And designed a model using the RAE algorithm with the LSTM network and scored 79.4% accuracy in his work. Fang et al. [7] developed an intelligent monitoring system, applying supervised learning image recognition with an adaptive threshold to the streaming of an examination hall that divides the frames to the predetermined area range of the candidate’s seat and sends a reminder to the supervisor if the predetermined limit is crossed. Haar-like features are commonly known for detecting a human face in object recognition. In [2], Adil et al. detects different suspicious activities in the exam. On the basis of a certain threshold, the model recognizes activities like hands in contact, sneaking the fellow student’s paper. The project takes video input from a camera (CCTV) and converts it into frames. For pre-processing Gaussian Filter is used to remove background, foreground, and noise. The detection of suspicious activities is done using the Haar-like feature algorithm developed by Viola and Jones and identifies head with 70%, the hand with 72%, and face with 84% accuracy.

Working of VGG16 [8]. MobileNet [9], and Inception V4 [10] models to detect cheating during examination have been compared by Kuin in [11]. For this work annotated frames from a video were passed to these models separately and showed that VGG16 and Inception V4 worked better on the dataset, they scored 96.8% and 96% accuracy than MobileNet that achieved 48.8% accuracy. Kulkarni [12], using computer vision techniques, developed a proficient examination invigilating model to detect the students’ movements, poses, and expressions. The author suggested using Inception V3 for detection works better and produces a 10% less error rate instead of separately using segmentation, classification, and recognition algorithms. Nishchal et al. in [13] detected the cheating of student using the Openpose. The poses of the students were extracted by fetching the multiple joints of the body which increased the computation of the model and hence achieved only 63% of accuracy. As a result, system was not suitable for real time. The summary of research work shown in table 1.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Methodology</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automated invigilation system for detection of suspicious activities during examination [2]</td>
<td>Feature and AdaBoost</td>
<td>For face 84%, For hand 72%, For head 70%</td>
</tr>
<tr>
<td>Multi-index Examination Cheating Detection Method Based on Neural Network [6]</td>
<td>LSTM</td>
<td>79.4%</td>
</tr>
<tr>
<td>Realization of Intelligent Invigilation System Based on Adaptive Threshold[7]</td>
<td>EM algorithm and adaptive threshold</td>
<td>-</td>
</tr>
<tr>
<td>Real Time Automated Invigilator in Classroom Monitoring using Computer Vision [12]</td>
<td>Inception V3</td>
<td>Error rate less than 10% as compared to standard computer vision algorithms</td>
</tr>
</tbody>
</table>

Researcher around the world had done good job but there are some deficiencies that can be improved in term of accuracy, which the proposed study tries to improve. The following are the key contributions made to this research:

- A novel system has been developed that can identify and recognize students cheating in the examination. The yolov3 architecture was changed by replacing the parameters and backbone architecture.
- Generated the local dataset of invigilation of students in the examination.

3. METHODOLOGY

3.1. Data preparation

For every deep learning, problem data is the heart and soul of the system. The dataset generated in the local environment for current work. A dataset of physical exams held in six classes was recorded/made through a camera of resolution 640 x 480 with a 25 fps of frame rate. The videos contained both normal and suspicious activities of the students. Thirty thousand frames were extracted from the recorded videos. For frame extraction used the python script with OpenCV library and extracted 5000 plus frames. The extracted frames were pre-processed by removing blurred frames from the folder manually. The dataset had 5693 labelled images after pre-processing. The sample frame cleaned dataset shown in Figure 1. Data was split into training validation and testing parts.

![Figure 1 Sample Frame of dataset](image1.jpg)

The complete data was annotated with the LabelImg tool as shown in Figure 2 as supervised learning requires labelled dataset. This annotated dataset was then passed to the model for training.

![Figure 2 Annotated Frame from dataset](image2.jpg)

3.2. Proposed model

Detect cheating in a classroom during exams is the aim of the problem. For this, modified yolov3 has been used. It will detect cheating by the head and neck movements of students in the examination. The proposed model considers cheating if students are looking around instead of doing their paper by detecting their neck movements. It considers students as no cheating who do not look around but do their paper as shown in Figure 3.

![Figure 3 Automatic Cheating Detection](image3.jpg)

Yolov3 is an algorithm that directly predicts the location and class of objects, and it is a uni staged end-to-end algorithm for object detection. Compared to other object detection algorithms such as single shot detector (SSD) [14] and Faster RCNN [15], Yolov3 is very fast because of its single staged mechanism. A combination of a 1x1 convolutional layer, followed by 3x3 convolutional layers with residual networks [16], is employed as the backbone architecture of Yolov3 since the feature extraction yolov3 has many convolutional layers and parameters, which slows down the forward propagation.
To build a well-structured yolov3 object detector, a combination of ShuffleNet structure with yolov3 has been introduced to attain improved trade-off performance and efficiency [17]. The computational speed of convolution increases by ShuffleNet as the computational complexity reduces by using depth separable convolutional. There is an ability to map more channel features with less memory and computational power in our suggested object detector. ShuffleNet consists of two units, as shown in Figure 4. One unit is for the down sampling of the input, and the other one is for the sustainability of semantic information. To generate the feature map that is half in size, convolution is applied on the input in the first unit, whereas it increases the channels twice. The second unit sustains the information by split and splice of input channels without any change in output features. Both units of architecture manage and exchange the feature channels. The duplication and loss of information result from the splitting of channels reduced by this arrangement and the exchange of feature depth. The additional layer of the suggested detector is altered according to the original yolov3 [18-23].

There is considerable depletion in computational complexity by reducing the number of convolutional layers, whereas multiscale prediction is preserved. The backbone of the proposed object detector rested on the ShuffleNet. While in yolov3 the backbone architecture had a large number of training parameters as many convolution layers were used as compared to ShuffleNet architecture. Each unit contains multiple of convolution layers [24-28]. The red layer represents the 1x1 size of convolution layers, grey represent the 3x3 size of convolution layers and then yellow layer concatenate the these. Replacing the yolov3 backbone architecture with ShuffleNet made the calculation faster as a smaller number of layers in ShuffleNet. The back architecture of proposed model is shown in Figure 4. The ShuffleNet used with the Yolov3 for the detection of the cheating and no cheating. In yolov3 53 layered backbone were used which add up the additional parameter on network. By adding the ShuffleNet the trainable parameters were reduced as a smaller number of parameters utilized. The modification of the yolov3 was made by reducing the number of layers and named our architecture modified yolo [29].

![ShuffleNet network convolution block](image)

Some asymmetrical performance was also observed in original yolov3 apart from efficiency. The localization of objects by bounding box position in yolov3 is somewhat inconsistent. Parameters of the model constantly update by backpropagation throughout the training of CNN by increasing the accuracy and minimizing the loss [30-31]. The loss function of original yolov3 comprises three parts: the bounding box prediction loss L bb, the confidence loss L conf, and the class prediction loss Lc. The distance between the detected and ground truth bounding boxes is measured as a mean squared error (MSE) to anticipate the loss of the bounding box. Yolov3 doesn’t consider the intersection of union (IoU) that is significant, but, in our problem, it is concerned as for risk assessment, the depth of detected ROI has to be estimated. There may be different IoU of two bounding boxes if there is the same L2norm distance.

It is required to incorporate IoU loss into the loss function. The formula of IoU for the calculations is given in equation 1.

$$IoU = \frac{|B^p \cap B^g|}{|B^p \cup B^g|}$$  \hspace{1cm} (1)

Where B^p and B^g denoted as predicted bounding box and ground truth bounding box, respectively, IoU can remain the same while ground and predicted boxes are in distinct overlapping states. The generalized GloU has been used for our detector as an optimized loss function to reduce the issue of standard IoU in equation 2.

$$GloU = IoU - \frac{|C \setminus (B^p \cup B^g)|}{|C|}$$  \hspace{1cm} (2)

Here C is the box containing both B^p and B^g with minute size, and IoU is the standard intersection over the union. The relation of both bounding boxes when they do
not coincide can now be represented in relative terms by GIoU. Boxes are having the same IoU, but different overlapping states can be seen in Figure 5. The right state has a smaller GIoU value as compared to the left state. GIoU refers to the disarrangement between both bounding boxes. The loss function is given in equations 3 and 4.

\[
Loss = L_{conf} + L_{c} + L_{bb} \tag{3}
\]

\[
L_{bb} = 1 - GIoU \tag{4}
\]

**Figure 5** Two overlapping cases having the same IoU

### 4. EXPERIMENTS AND RESULTS

#### 4.1. Results and discussion

The proposed model was implemented using python with Tensor Flow on core i7 with Nvidia 1080 ti system, and trained with a 0.0002 learning rate, batch size 1, 100000 epochs, and momenta of 0.091. The training began with a loss of 4.02323, which gradually reduced to 0.0023. The model was trained on 75 percent of a total dataset with 15 percent data for validation and 10 percent for testing. It achieved 88.03% accuracy on our dataset. The same dataset was trained on YOLOv3 with transfer learning and scored 82.06% accuracy. The proposed model has done well as compared to typical YOLOv3 both in terms of time and accuracy. Table 2 shows the detection results of the prepared dataset trained on two deep learning models. The average precision (AP) of both models indicates that the proposed model outperformed YOLOv3 with 88.03% accuracy in detecting cheating. The proposed network of YOLOv3 with ShuffleNet does well as its less complexity by using depth separable convolutional compared to the original YOLOv3.

### Table 2. Average Precision of Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3</td>
<td>Own Dataset</td>
<td>82.06%</td>
</tr>
<tr>
<td>Proposed</td>
<td>Own Dataset</td>
<td>88.03%</td>
</tr>
</tbody>
</table>

Average precision (AP), precision, and recall gauged the model performance in detecting cheating during exams. AP shows the model to object sensitivity and also the global performance measurement of the model. To calculate the AP using equation 5.

\[
AP = \int_0^1 P(r)dr \tag{5}
\]

#### 4.2. Comparative analysis

For detecting the student’s cheating in [17] used the Hidden Markov Model for temporal analysis of the head poses. The overall pose accuracy of their system was 79.8%. While the proposed model achieved the 88.03% for detecting the abnormal poses of students in the examination. In Figure 6, the graphs show the accuracy of the proposed model and yolov3. Both the models were trained using our generated data with the same training parameters. Proposed model outperformed the tradition yolov3 during training process at mostly epochs it has more accuracy. The proposed model has more accuracy as compared to the other one. Yolov3 has more trainable parameters as compared to the proposed one as a result it took more time to training.

**Figure 6** Accuracy Comparison Graph

#### 4.3. Qualitative Analysis on dataset

Three annotators obtained the ground truth data manually by labeling the poses of the students as “cheating” and “no cheating”. The extracted frames of five videos were initially considered normal and were closely observed in the examination context for detecting abnormal behavior. If any annotator labeled a frame as cheating, the final ground truth will be constructed considering it as cheating; justifying the videos must cover abnormal activities. Among five videos, a total of 1800 plus frames were extracted containing varying pose distributions from 6 videos. The pose distribution as “cheating” and “no cheating” in frames show variation among videos in terms of percentage as well, ranging from 72% to 88 % in case of modified yolo. Table 3
shows the detection of the cheating and no cheating in the different videos using proposed approach and yolov3.

Table 3. Video Data Statistics on proposed model

<table>
<thead>
<tr>
<th>Video</th>
<th>Frames</th>
<th>Modified Yolo (%)</th>
<th>Yolov3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>330</td>
<td>78.33</td>
<td>75.29</td>
</tr>
<tr>
<td>2</td>
<td>230</td>
<td>72.42</td>
<td>69.36</td>
</tr>
<tr>
<td>3</td>
<td>246</td>
<td>77.91</td>
<td>78.88</td>
</tr>
<tr>
<td>4</td>
<td>311</td>
<td>88.03</td>
<td>79.71</td>
</tr>
<tr>
<td>5</td>
<td>389</td>
<td>86.54</td>
<td>82.06</td>
</tr>
<tr>
<td>6</td>
<td>321</td>
<td>87.12</td>
<td>80.14</td>
</tr>
</tbody>
</table>

5. CONCLUSION

This research proposed a novel model for students’ invigilation in the examination using the deep learning and computer vision approach. In this work, implemented the YOLOv3 with ShuffleNet for automatic invigilation. The detection of the cheating was done on the base of the neck and head movement of the students. The data set was generated in a local environment for the experiments. The comparison was also made with the proposed model results with existing literature and as shown in the experiment section. The results show that proposed model achieved more accuracy as compared to other one. In future work, the system will also able to detect the other methods of cheating like exchanging sheet, wisping and gesture detection.
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