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ABSTRACT
Mental wellbeing is an epitome of success for human beings. Recently, a lot of mental diseases that include anxiety, suicidal tendency, depression, bipolar disorder, obsessive compulsive disorder (OCD), etc. have deep-seated among all age groups. This is due to the fact that the social complexity has increased at work, in relationships, at home and in majorly all aspects of human life. Early detection of these problems can help in treating and if possible, eradicating this illness from a person’s life. Researchers have proposed different techniques that can be put into action to effectively identify these diseases. These techniques utilize different activities of normal day-to-day human behaviour, like speech analysis, social media behavioural patterns, visual-activity pattern analysis, etc. Due to a large variety of available techniques, researchers find it difficult to standardize techniques for detection and evaluation of such diseases. Thus, in this paper we have performed an in-depth study about the state-of-the-art methods to identify mental health issues. Readers will be able to get a bird’s eye view of these methods and will be able to identify the best practices involved in mental health analysis. Moreover, this survey also recommends some possible improvements in the existing methods, in order to further improve the system’s performance.
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1. INTRODUCTION
In order to evaluate the mental health of the patient, doctors run a series of tests. These tests process the input data from patients, and produce results based on historic data. These inputs come from a wide variety of sources, that include but are not limited to,

- Speech patterns when patient is subjected to different kind of questions.
- General and specific EEG patterns of the patient.
- General and specific ECG patterns of the patient.
- Day to day social media interactions of the patient.
- Body parameters of the patient during doctor sessions.
- Visual behaviour of the patient when subjected to stress-like situations.

Apart from these inputs, doctors and medical examiner can get other historic data for the patient like family history, previous incidences in life, etc. helping to frame a picture about the patient’s current and future mental status. They

(Doctors and health analysts), collect the data from different patients forming training corpus, generally consists of the patient’s symptoms and their previous mental conditions. The accuracy with which this training corpus is collected, decides the accuracy of future detection of patient’s mental health. Health examiners usually take help from software designers to develop systems that take these parameters as input and produce approximate mental health condition of the patient. These software systems are designed using the following steps,

- Dataset selection
- Effective feature extraction
- Feature selection
- Classification
- Post-processing

Dataset selection is characterized by identifying patients who are most suited for the task of classification. These patients must vary in terms of disease type, age, gender, geography, etc. Each patient type must have multiple input features varying in terms of the given factors. In doing so, a stronger dataset will be selected, thereby a stronger classification model will be created. The data from these patients is given to a feature extraction stage, wherein different features from this input data are extracted. Feature selection process is applied to the best & most varying features for the given dataset. Better features mean a higher chance of proper classification. Algorithms like variance-based methods, key-point selection methods, etc. are used in order to find the optimum feature set. Once the features are evaluated, then a classifier is applied in order to obtain the final category of disease for the patient. These classifiers generally use a feedback mechanism like the one used by backpropagation neural networks, to learn from their results and obtain the
best classification accuracy. A considerable amount of research is done to find out the best classifiers, in order to detect mental disorders. In this paper, the focus is on feature extraction, selection, and classification process to obtain a highly accurate mental disease detection system. The originality of this work is in estimating performance of different algorithms, and evaluating their respective applications. This text also identifies various algorithms for feature extraction, feature selection, domain exploration, dataset combination, cross linkage between various disorders, classification, and post processing models for improving efficiency of mental disorder condition estimation. For instance, from this research it is estimated that, high end classification algorithms like CNN, LSTM-based CNN, Deep CNN and other CNN architectures are identified to be used for training and system evaluation. Similar observations are made for other techniques, and their performance is estimated.

In the next section we describe the various algorithms and systems proposed by researchers for detection of these kind of diseases and recommend improvements in the same. Light is also shed on, some variations of existing systems which will allow for higher accuracy. Finally, the paper concludes with some interesting observations about the reviewed algorithms and propose improvements in the same.

2. LITERATURE REVIEW

Psychiatric disorders are growing at an unprecedented rate, mainly due to the growing digital culture of the society. The work proposed in [1] provides a comprehensive review about the different kind of techniques that can be used to detect these conditions. For instance, Magnetic resonance imaging or MRI can be one of the most effective techniques to analyse a person’s Brain imagery. This imagery is able to identify various components like white matter, grey matter, Brain fluid, lobe positions, etc. Based on the pattern of change of these components, medical practitioners can identify the psychic health level of the individual. Electroencephalography or EEG is another non-invasive way to evaluate the brain waves, and thereby observe the mental health of the patient under test. Kinesics of the person, that include voice data, behavioural patterns, facial patterns, social patterns, etc. are another set of psychic evaluation data for the patient under test. Generally, Kinesics data combined with the MRI and EEG scans can prove to be a good technique for evaluating the person’s mental state. Algorithms like Bayesian model, Logistic regression, Decision tree, Support vector machines, and Deep learning methods like CNN [1] can be used for classifying this data. While, algorithms like Bayesian model, SVM and others have limited accuracy and precision because they are simpler to implement and have less computational complexity; CNN and other deep learning-based models will always outperform them. Since CNN models have the highest number of feature extraction units, which increases the accuracy of these systems many-folds.

The adolescent age has the highest probability of developing psychological issues. Most of these issues could not be detected until now, due to limited conversation visibility between the adolescent person and the responsible adult. Due to this, these adolescent persons later develop disorders like anxiety, abnormal social behaviour, suicidal tendency, depression, bipolar disorder, obsessive-compulsive disorder (OCD), etc. But, due to the advent of social media, this communication gap has narrowed. Now, the concerned adults can observe their child’s online activities and take appropriate actions as and when needed. A study related to this is done in [2] where psycholinguistic features are combined with rule-based classifiers to find out the mental state of the person. They have used the Reddit Self-reported Depression Diagnosis dataset (RSRD3) to evaluate their proposed model. It is seen that their proposed rule-based model outperforms CNN and fast text methods in terms of accuracy, precision, recall, and f-measures. They claim to have achieved more than 90% accuracy for static datasets. But their work must be evaluated for dynamic and real-time datasets as well. While the work in [2] majorly focuses on detecting depression, it can be extended for other mental disorders like suicide, OCD, etc. Similar work can be seen in [3], wherein researchers have claimed to detect suicidal actions of individuals purely from their online activities. They have developed a Knowledge Ensemble and Transferring based classifiers in order to perform this task. It has been combined with a Two-step Optimization algorithm for further improvement in the classification performance. Their method claims to successfully identify suicide cases before they occur with an accuracy of more than 90% across multiple static datasets of Twitter and Reddit. This claim might be true, but it should be verified by considering real-time datasets. The major effect of these mental disorders leads to indifferent decision making by the patient. These decisions are often taken against normal social behaviour. The feeling of insecurity among such patients makes challenging to make the right decisions. Such a study is done in [4], wherein shame as a feeling has found to be deeply linked with these brain-related disorders.

Apart from social media Kinesics, a person’s mental state can be studied using their speech. A large amount of research has been done in this area. Disorders like Depression, PTSD, Schizophrenia, Anxiety, Bipolar, Bulimia, Anorexia, and OCD can be detected from speech signals [5]. Out of these disorders, Depression accounts for more than 40% of research. For identifying speech-related disorders techniques like Clinician assessments using perceptual rated questionnaires, Self-assessments, and Automated computational assessments based on sensors are used. Out of these techniques, the sensor-based technique is most widely used. This is because this technique is able to identify disorders with the utmost
accuracy. The steps needed for performing classification based on the acoustic sensors are already given in the previous section. From the previous section, it identified that feature extraction of these acoustic signals plays a very important role in the effective mental analysis. Researchers in [5] have analysed different features in order to identify these diseases. A comprehensive representation of these features can be seen from figure 1.

From the figure, it observed that Mel frequency components and f0 features are the best choice for classification of most of the mental disorders; except OCD which can be evaluated using Jitter, Shimmer and Tremor features. This complex analysis of feature extraction should help researchers to select the best features for a given mental disorder classification application. These techniques can be combined with an effective series of classifiers and post-processing techniques in order to design an effective classification system.

The work done in [6] assists this review in identifying the best classification techniques which can be used for the evaluation of mental disorders. Figure 2 showcases the different deep learning-based algorithms which are reviewed by the researchers. Using these algorithms, the system designers can design different combinations of deep learning-based classification mechanisms.

These researchers have also performed an in-depth performance evaluation of these algorithms. Most of this comparison is on MR imagery and EEG datasets, but it can be equally extended to acoustic signals as well.

ADNI, OASIS, CUH, and GODC datasets are used for the purpose of classification. Results demonstrate that Deep CNN, SAE-based CNN, and ternary CNN classifiers are the best in terms of classification accuracy across different datasets. Recommend that, the system designer should combine the features extracted in [5] with the classification methods in [6], and define a comprehensive model for acoustic features-based classification of a patient’s mental health. From table 1, observe that CNN-based algorithms are the most suited for classification across all kinds of mental disorders. The usage of these algorithms typically indicates that the most used algorithms have the highest classification accuracy.

Table 1. Algorithm usage comparison across different mental disorders.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Methodology</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke</td>
<td>SVM, SAE</td>
<td>90%</td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>CNN</td>
<td>100%</td>
</tr>
<tr>
<td>Parkinson’s</td>
<td>CNN</td>
<td>98.8%</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>RNN</td>
<td>99.6%</td>
</tr>
<tr>
<td>Autism</td>
<td>DNN</td>
<td>90.39%</td>
</tr>
<tr>
<td>Migraine</td>
<td>CNN</td>
<td>99.25%</td>
</tr>
<tr>
<td>Multiple Sclerosis</td>
<td>Deep Learning</td>
<td>99.78%</td>
</tr>
</tbody>
</table>

This can again be verified from table 2, wherein algorithms are compared w.r.t their accuracies. Social media data could be used intelligently to assist in effective mental health analysis. The work done in [7] indicates that there enough sources of social media data that can easily be identified for any user. These sources include Facebook, Twitter, Amazon shopping, music, Google search history, WhatsApp, and more. In order to capture this data, the researchers have indicated a flow strategy. The strategy can be seen from figure 3. It indicates that the user provides their own credentials, thereby there is no hacking or spying. Data is anonymized using standard partitioning and then sent for analysis.

Table 2. Algorithm comparison on Mental Disease Classification.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Methodology</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke</td>
<td>SVM, SAE</td>
<td>90%</td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>CNN</td>
<td>100%</td>
</tr>
<tr>
<td>Parkinson’s</td>
<td>CNN</td>
<td>98.8%</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>RNN</td>
<td>99.6%</td>
</tr>
<tr>
<td>Autism</td>
<td>DNN</td>
<td>90.39%</td>
</tr>
<tr>
<td>Migraine</td>
<td>CNN</td>
<td>99.25%</td>
</tr>
<tr>
<td>Multiple Sclerosis</td>
<td>Deep Learning</td>
<td>99.78%</td>
</tr>
</tbody>
</table>
From this table, it’s observed that CNN and its variants are the best option when it comes to classification of mental disorders. Thus, when combined with other features like acoustics, or question-answer analysis, it should produce promising results when used with an effective feature extraction layer like the one given in [5]. Anonymization is needed because the requested data is processed over the cloud, and thus will always be prone to spoofing and spying attacks at the bare minimum. Emotional features are extracted from this data and then classifiers like CNN and other machine learning variants are applied on these features. The final output is the emotional state of the person, which can further be mapped using time-series analysis to different mental state conditions.

As stated previously, speech can be a very good tool for analysis of the mental state of a person. The flow diagram of how speech processing can be done to detect stress from acoustic signals can be seen in figure 4. Here, the same process as indicated in the introduction is followed. From this, we can observe that feature extraction and machine learning algorithms for classification are the main blocks that require research.

For this, the work from [5] and [6] can be combined, wherein features can be extracted using MFCC and f0 measures, while CNN and other variants can be used for classification. A very strong performance evaluation of such a system is done [10], wherein a real time dataset consisting of 93 university students (45 males, 48 females) with varying levels of anxiety was taken. These students were given a speech to prepare and based on that speech analysis it was concluded whether a particular student has anxiety disorder or not. In their work, the researchers did not use any algorithm for classification, but instead performed this classification using visual analysis, which can be a good real-time dataset source for the readers of this text. Features like vocal quality, adequacy of gaze, low discomfort, and flow of speech to identify the student’s mental condition is seen and also observed that the performance of the student is at par independent of whether the student has anxiety or not; but the condition is that the student must be under adequate social pressure. This work is majorly based on visually statistical comparison, which is majorly based on statistical evaluation of feature sets for mental disorder detection. In [11], different signals like EEG, ECG, EDA, EMG, respiratory rate, speech, skin temperature, pupil size and eye activity to evaluate the mental condition of the patient under test. They indicate that vocal features like Pitch, Formant 1, 2, Spectral slope, Utterance duration, Glottal pulse, Duration of words, Duration of vowel, Duration of diphthong, Intensity and Jitter in voice are enough to describe the human voice for stress evaluation. They indicate that pitch, formant 1, 2, duration of words, vowels, diphthongs, voice intensity and jitter significantly increase when a person is under stress or suffering from a mental disorder, while formant 2 and Glottal pulse reduce during the same condition. They also indicate that algorithms like MFCC, TEO-CB-Auto-Env, HMM, GMM, and SVM are better to process speech signals for accessing the patient’s mental state. It’s stated that, accuracy levels up-to 90% can be achieved with the help of these algorithms. While speech utterance can be a tool to identify mental disorders, speech hearing impairment is another cause of anxiety.
among adolescents. The work in [12] indicates this and concludes that people with hearing disabilities have a high probability of anxiety between 7% to 39% or more. In contrast to this, the work done in [13] extends the work done in [11] and showcases that mobile device can be used as an invaluable tool to detect mental conditions. They tested their algorithm DAIC-WOZ dataset and observed that the real-time accuracy is very low (around 50%), and thereby it needs to be improved significantly. The architecture for their model is shown in figure 5.

From this it is observed that there is a large scope of improvement in speech analysis for real-time datasets, and it can be taken up as a research problem. This work can be extended by adding other non-invasive feature extraction techniques like EEG classification. This can be seen from [14], wherein EEG has been used as a feature vector for the DASPS dataset.

This dataset consists of 23 participants during anxiety conditions under face-to-face encounters. They have used auto-encoders due to which the overall accuracy of the system goes up to 83% and can be further extended to 90% with the help of neural nets. Their architecture combines algorithms like SVM, KNN and SSAE (Stacked Sparse Auto-Encoders) to develop a hybrid and highly effective system. They have also proposed the use of fractal dimensions, Hjorth parameters, Hilbert-Huang spectrum, FFT-based band power, wavelet transform and its variants for evaluating features from the EEG signals. As EEG and acoustic signals are both one dimensional in nature, the same algorithm set can be directly applied to acoustic signals as well. The evaluation of such a system is yet to be done.

Another comprehensive review on mental disorder detection using non-verbal communication methods is mentioned in [15]. Here researchers have taken features like Pupil dilation / bias, Pupillary response, Iris movement Eye lid activity, (opening, blinking) Saccadic eye movements, Eye gaze (limited & shorter eye contact), Visual fixation, Low frequency & duration of glances, Extended activity on the corrugator muscle, Eyebrow activity. Veraguth fold, Frown, Fewer smiles, More frequent lip presses, Smile intensity & duration, Mouth corners angled down, Mouth animation, Listening smiles (smiling while not speaking), Reduced activity on the zygomaticus, Facial activity, Action Units occurrence (mean duration, ratio of (onset / total duration, onset / offset)), Region Units (RUs), Facial expression occurrence (variability & intensity), Sad / negative / neutral expression occurrence, Head pose (orientation, movement), Body gestures (full or upper body, or body parts), Slumped posture Limp & uniform body posture, Reduced & slowed arm and hand movements, Shaking and/or fidgeting behaviour, Self-adaptors, Foot tapping and Motor variability. Based on these parameters the user’s mental state can be evaluated. The workflow for such an assessment can be visualized from figure 6 as follows:

Figure 5 Mobile processing for mental disorders.

Figure 6 Workflow of the visual analysis system.

It’s observed that pre-processing, feature extraction, feature reduction, classification and post-processing are the steps in any kind of classification system, and mental disorder detection system also falls into the fact. Algorithms like SVM and Logistic regression outperform other algorithms in terms of accuracy. While this work doesn’t take into consideration the performance analysis using CNNs, that can be done, and the results can be validated. The most widely used data classification algorithm is CNN. This can be seen from [16], wherein CNNs are used for speech-based screening of depression. In their work, researchers have taken real-time inputs from more than 2000 individuals, and then evaluated their mental state. Features like wavelet, spectrogram along with data augmentation were used in order to process the sound samples. Based on their 8 layered model, an accuracy of more than 80% was observed. This is a very high value considering that real-time datasets were used. This can further be extended by using features like MFCC, F0, F1, F2, etc. and then combining them with wavelet and spectrogram features. While the work is focused on depression analysis, with proper training it can be used for any kind of mental state analysis. While sound is the rhythm of the mouth, the ECG is the rhythm of the heart. Whenever a person is depressed or is facing a mental state disorder, then there are variations in this rhythm. The work in [17] proposes a novel feature named as range of local Hurst exponents (RLHE) to identify the relation between the heart rhythm of a person with a healthy mood, and a
person with a non-healthy condition. This novel feature can boost up the accuracy of classification to 85%, while the true negative rate is boosted to 97%. The researchers have used SVM as their choice of classifier, which is combined with RLHE and statistical heart rate features. The work majorly focusses on anxiety detection but can be extended for any kind of mental disorder condition. Moreover, the RLHE feature set can be applied to acoustic signals, and SVM can be replaced by AI methodologies to boost the classification accuracy. As per approximations, the accuracy can be boosted up-to 90% to 95% based on the choice of acoustic dataset. In order to do so, the work in [18] can be taken up as a reference. In this work, algorithms like Random forests, neural networks, and elastic nets are studied and their accuracy is evaluated for understanding human mental conditions. From their research it is evident that fusion of CNN methods & identification of predictive features can boost the accuracy of classification to more than 95%. But this claim is not supported by any statistical analysis, and thus researchers must perform due diligence before using such a system. Meta-analysis [19] can be another approach to identify mental disorders among adolescents. The work claims that meta-analysis performed on a group of persons can be useful in analysing the overall trend of mental disorders like anxiety disorders, social phobia, separation anxiety disorder, specific phobia, generalized anxiety disorder and obsessive-compulsive disorder. Other methods of stress detection might include Heart Rate Variability (HRV) analysis, humidity response and Temperature response as indicated in [20]. The HRV analysis is majorly based on ECG analysis as mentioned previously, while temperature and humidity responses are majorly based on trial-and-error methods. These methods can be combined with speech in order to improve the accuracy of mental disorder detection. A summary of these body parameters and their effect on the person’s mental state can be observed from table 3. It’s indicated that higher Heart rate, blood pressure, GSR, humidity and temperature values will always result in a stressed mindset, and other observations follow this. Thus, while performing speech-based analysis; if these parameters are taken into consideration, then the overall accuracy might improve significantly.

**Table 3.** Body parameter variation on the mental state of a person.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR</td>
</tr>
<tr>
<td>Stressed</td>
<td>&gt;100</td>
</tr>
<tr>
<td>Tensed</td>
<td>90-100</td>
</tr>
<tr>
<td>Calm</td>
<td>70-90</td>
</tr>
<tr>
<td>Relaxed</td>
<td>60-70</td>
</tr>
</tbody>
</table>

Increasing the valid number of features increases the accuracy of classification, this can be proven from the work in [21], where researchers have introduced features like PC1, PC6, PC17 and PC24 for voice-based mental state analysis. Using these features the accuracy of classification was boosted by more than 36%. They have used a simple classifier namely Binary logistic regression for this purpose. The usage of LSTM-based CNN and a combination of MFCC, and PC features in order to identify different mental disorders is recommended. This would definitely improve the performance of the system under test. Such a system would require a large amount of data for training and validation. The work in [22] provides such a dataset. Researchers have reviewed different techniques for automated screening of distress. The work has collected a large number of datasets for comparison. As the major aim of this text is to study methods related to speech, thus its advised to the readers to visit the following datasets for their system designs, AD80, French Adapted Speech Corpus, CIRDO Corpus, Distress Analysis Interview Corpus, Virtual Human Distress Assessment Interview Corpus, Distress Analysis Interview Corpus-Wizard of Oz, Audio-Visual Depressive Language (AViD) Corpus, AVEC 2014 Audio-Visual Depression Corpus (AVEC), Black Dog, Pittsburgh and ORYGEN. All these datasets combined would accumulate to form a large enough training corpus, that can be used to train an effective LSTM-based CNN. Such a network will be able to obtain high levels of accuracy with minimum error rates.

Suicides are becoming more common these days. In recent days many Bollywood stars, Business peoples are committing suicide due to depression. The work in [23] analyses platforms like Reddit Suicide Watch and Twitter in order to analyse a person’s profile & suggest the probability of suicide. They analysed that a person uses Personal nouns, Anxiety, Sadness, Negative emotions, Present focus, Work and Death when he/she has suicidal tendencies. While for non-suicidal cases, Quantifiers, Positive emotion, references to gender, etc. are majorly used. For feature extraction purpose, Statistical Features, Syntactic Features, Linguistic Features, Word Frequency Features, Word Embedding Features and Topic Features were used. While algorithms like SVM, Random Forest, GBDT, XGBoost, MLFFNN & LSTM were used for the purpose of classification. It is found that features like Statistics, topic, TF-IDF, POS, LIWC combined with XGBoost classifier & word2vec word embedding with LSTM are the methods with highest accuracy of more than 95%. This accuracy is for text classification, but can be extended for any kind of signal processing with proper modifications. Novel methods like Deep Brain Simulations (DBS) [24] have proven to be useful for OCD but, the after effects of such treatments are not productive. Due to this, the after effects of DBS on OCD have been analysed and, found that DBS and other brain related treatments normalizes the life of the patient, but the patient is posed with new challenges like finding difficulty to...
handle anxiety situation which arises in due course of life. These questions are currently open for research and can be opted by readers. Readers can also research speech-based methods for evaluation of post-treatment conditions of the patients who have undergone such treatments. Symptoms like psychotic and schizotypal are inherent in patients with OCD, this study is done in [25]. It also suggests methods to reduce such symptoms, like Exposure and Response Prevention (ERP). Based on this, researchers can evaluate other inter-related brain diseases as discussed in [26]. A classification system could be designed to leverage this information in order to predict the presence of mental disorders. For instance, if a person is showing psychotic and schizotypal symptoms together, then the researchers can conclude that the person has high probability of OCD as suggested in [27-30]. Such observations when combined with speech processing systems will be helpful in designing more complex classification systems. Speech-based classification systems like the one mentioned in [30-36] can then be used to identify other mental disorders based on input feature variance. For example, Fundamental frequency contours, its variability and Mean articulation rate in syllables results in anger, sorrow and fear stress conditions. Conditions like these when combined with advanced classifiers will result in a highly effective mental disorder classification system. [36-42]

3. OBSERVATIONS

Speech processing when combined with other fields of study can enhance the efficiency of mental disorder detection. From this review, the observations are, Cross-domain statistical feature extraction techniques like MFCC, F0, F1, range of local Hurst exponents (RLHE), wavelet and others significantly increase the accuracy of classification. Speech to text analysis using Statistics, topic, TF-IDF, POS, LIWC combined with XGBoost classifier & word2vec word embedding with LSTM are the most reliable techniques for mental disorder classification. Social media analysis can be a great addition when used along with speech processing, techniques like Knowledge Ensemble and Transferring based classifiers must be used for an effective system design. Combination of multiple datasets like AD80, French Adapted Speech Corpus, CIRDO Corpus, Distress Analysis Interview Corpus, Virtual Human Distress Assessment Interview Corpus, Distress Analysis Interview Corpus-Wizard of OZ, Audio-Visual Depressive Language (AvID) Corpus, AVEC 2014 Audio-Visual Depression Corpus (AVEC), Black Dog, Pittsburgh and ORYGEN must be performed in order to create a large enough trainable dataset. Algorithms like CNN, MFCC, predictive modelling, RLHE when combined with a sufficiently large number of data samples can lead to the development of an effective solution for mental disorder classification. Based on this theoretical evaluation, statistical values for accuracy of these models are observed and tabulated in table 4, wherein different models are differentiatied.

Table 4. Statistical Analysis of different algorithms

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian model [1]</td>
<td>Kinesics data combined with the MRI and EEG scans</td>
<td>80</td>
</tr>
<tr>
<td>Logistic regression [1]</td>
<td>Kinesics data combined with the MRI and EEG scans</td>
<td>75</td>
</tr>
<tr>
<td>Decision tree [1]</td>
<td>Kinesics data combined with the MRI and EEG scans</td>
<td>79</td>
</tr>
<tr>
<td>Support vector machines [1]</td>
<td>Kinesics data combined with the MRI and EEG scans</td>
<td>85</td>
</tr>
<tr>
<td>CNN [1]</td>
<td>Kinesics data combined with the MRI and EEG scans</td>
<td>94</td>
</tr>
<tr>
<td>Rule based classifier [2]</td>
<td>Reddit Self-reported Depression Diagnosis dataset with psycholinguistic features</td>
<td>76</td>
</tr>
<tr>
<td>Knowledge Ensemble and Transferring based classifiers [3]</td>
<td>Transfer learning on multiple datasets</td>
<td>90</td>
</tr>
<tr>
<td>Linear classifiers [5]</td>
<td>Speech features for Depression, PTSD, Schizophrenia, Anxiety, Bipolar, Bulimia, Anorexia and OCD detection</td>
<td>85</td>
</tr>
<tr>
<td>CNN [6]</td>
<td>Stroke, AD, Parkinson, Epilepsy, Autism, Migraine, and Cerebral Palsy</td>
<td>93</td>
</tr>
<tr>
<td>DNN [6]</td>
<td>Stroke, AD, Parkinson, Epilepsy, Autism, Migraine, and Cerebral Palsy</td>
<td>95</td>
</tr>
<tr>
<td>RNN [6]</td>
<td>Stroke, AD, Parkinson, Epilepsy, Autism, Migraine, and Cerebral Palsy</td>
<td>91</td>
</tr>
<tr>
<td>DBM [6]</td>
<td>Stroke, AD, Parkinson, Epilepsy, Autism, Migraine, and Cerebral Palsy</td>
<td>93.5</td>
</tr>
<tr>
<td>CNN [7]</td>
<td>Facebook, Twitter, and social data</td>
<td>96</td>
</tr>
<tr>
<td>LSTM [8]</td>
<td>Word counts, POS (Parts of Speech), LIWC (Linguistic inquiry word count), TF-IDF (term-frequency, inverse document frequency), etc.</td>
<td>92.5</td>
</tr>
<tr>
<td>CNN [9]</td>
<td>Pitch, jitter, energy, speech rate, and pause length</td>
<td>94.5</td>
</tr>
<tr>
<td>DNN [11]</td>
<td>EEG, ECG, EDA, EMG, respiratory rate, speech, skin temperature, pupil size and eye activity</td>
<td>96.3</td>
</tr>
</tbody>
</table>
From this result, it is observed that deep learning models outperform other models in terms of classification accuracy for various types of diseases. This can also be observed from figure 7, wherein different algorithms, and their accuracies are compared for visual reference.

![Accuracy of different models (%)](image)

**Figure 7** Taxonomy of different algorithms

From this taxonomy, it can be observed that GMM [11], DNN [11], CNN [7], CNN [21], DNN [6], LSTM [23], CNN [9], CNN [1] and DBN [6] outperform other models for mental health analysis, and thus must be used by researchers and system designers for high performance applications.
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