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1. INTRODUCTION

In the development of pure and applied mathematics [1–3], convexity has played a key role. Convex sets and convex functions have been generalized and expanded in many mathematical directions due to their robustness; see [4–10]. In particular, several inequalities can be obtained in literature through convexity theory. In linear programming, combinatorial, orthogonal polynomials, quantum theory, number theory, optimization theory, dynamics, and in the theory of relativity, integral inequalities [11–16] have various applications. This subject has gained substantial attention from researchers [17–19] and is therefore considered to be an integrative topic between economics, mathematics, physics, and statistics [1,2,20]. To the best of understanding, the HH-inequality is a familiar, supreme, and broadly useful inequality [2,21–27]. This inequality has fundamental significance [21,22] due to other classical inequalities such as the Ostlen and Gagliardo–Nirenberg, Hardy, Ostlen, Opial, Young, Linger, Arithmetic–Geometric, Ostrowski, levison, Minkowski, Beckenbach-Dresher, Ky-fan and Holer inequality, which are closely linked to the classical HH-inequality. It can be stated as follows:

Let \( F : K \rightarrow \mathbb{R} \) be a convex function on a convex set \( K \) and \( u, \theta \in K \) with \( u \leq \theta \). Then,

\[
F\left(\frac{u+\theta}{2}\right) \leq \frac{1}{\theta - u} \int_u^\theta F(x) \, dx \leq \frac{F(u) + F(\theta)}{2}. \tag{1}
\]

Fejér considered the major generalizations of HH-inequality in [18] which is known as HH–Fejér inequality.

Let \( F : K \rightarrow \mathbb{R} \) be a convex function on a convex set \( K \) and \( u, \theta \in K \) with \( u \leq \theta \). Then,

\[
P\left(\frac{u+\theta}{2}\right) \leq \frac{1}{\theta - u} \int_u^\theta \Omega(x) \, dx \leq \frac{F(u) + F(\theta)}{2} \int_u^\theta \Omega(x) \, dx \tag{2}
\]

where \( \Omega : [u, \theta] \rightarrow \mathbb{R} \) with \( \Omega(x) \geq 0 \), is a symmetric function with respect to \( \frac{u+\theta}{2} \), and \( \int_u^\theta \Omega(x) \, dx > 0 \). If \( \Omega(x) = 1 \) then, we obtain (1) from (2). With the assistance of inequality (1), many classical inequalities can be obtained through special convex function. In addition, these inequalities have a very significant role for convex functions in both pure and applied mathematics.

Hanson [28] initiated to introduce a generalized class of convexity which is known as an invex function. The invex function played a significant role in mathematical programing. A step forward, the invex set and preinvex function were introduced and studied by Israel and Mond [10]. Also, Noor [29] examined the optimality conditions of differentiable preinvex functions and proved that variational-like inequalities would characterize the minimum. Many generalizations and extensions of classical convexity have been investigated by several authors. In 2007, Noor [26] introduced...
fractional functions and with the help of this concept, presented the following $HH$-inequality for $\mathcal{H}$-preinvex function:

$$
\frac{1}{\mathcal{H}\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{2u + \partial(\theta, u)}{2}\right) \leq \frac{1}{\partial(\theta, u)} \int_{u}^{u + \partial(\theta, u)} \mathcal{F}(x) \, dx \\
\leq \left[ \mathcal{F}(u) + \mathcal{F}(\theta) \right] \int_{0}^{1} \mathcal{H}_1(\tau) \, d\tau.
$$

(3)

where $\partial : [u, \theta] \times [u, \theta] \to [u, \theta]$ and $\mathcal{F} : K \to \mathbb{R}^+$ is a preinvex function on the invex set $K = \{u, u + \partial(\theta, u)\}$ with $u \leq u + \partial(\theta, u)$ and $\mathcal{H} : [0, 1] \to \mathbb{R}^+$ with $\mathcal{H}\left(\frac{1}{2}\right) \neq 0$. A step forward, Marian Matloka [30] constructed $HH$-Fejér inequalities for $\mathcal{H}$-preinvex function and investigated some different properties of differentiable preinvex function. Recently, Noor et al. [31] new classes of preinvex functions involving two arbitrary auxiliary functions and derived some following $HH$-inequalities for these classes of preinvex functions:

$$
\frac{1}{2\mathcal{H}_1\left(\frac{1}{2}\right)\mathcal{H}_2\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{2u + \partial(\theta, u)}{2}\right) \leq \frac{1}{\partial(\theta, u)} \int_{u}^{u + \partial(\theta, u)} \mathcal{F}(x) \, dx \\
\leq \left[ \mathcal{F}(u) + \mathcal{F}(\theta) \right] \int_{0}^{1} \mathcal{H}_1(\tau) \mathcal{H}_2(1 - \tau) \, d\tau.
$$

(4)

where $\mathcal{F} : K \to \mathbb{R}^+$ is a $\left(\mathcal{H}_1, \mathcal{H}_2\right)$-preinvex function on the invex set $K = \{u, u + \partial(\theta, u)\}$ with $u \leq u + \partial(\theta, u)$ and $\mathcal{H}_1, \mathcal{H}_2 : [0, 1] \to \mathbb{R}^+$ with $\mathcal{H}_1\left(\frac{1}{2}\right) \mathcal{H}_2\left(\frac{1}{2}\right) \neq 0$.

From the other side, because of the absence of implementations of the theory of interval analysis in other sciences, this theory fell into oblivion for a long time. Moore [32] and Kulish and Miranker [33] suggested and investigated the idea of interval analysis. In numerical analysis, it is first used to evaluate the error bounds of a finite state machine's numerical solutions. We refer the readers [34–36] and the references therein for basic information and applications.

Recently, Zhao et al. [37] introduced $\mathcal{H}$-convex interval-valued functions ($\mathcal{H}$-convex interval-valued functions (IVFs), in short) and proved the $HH$-type inequalities and Jensen $HH$-type inequalities for $\mathcal{H}$-convex IVFs. Besides, An et al. [38] defined the class of $\left(\mathcal{H}_1, \mathcal{H}_2\right)$-convex IVFs and established following interval-valued $HH$-type inequality for $\left(\mathcal{H}_1, \mathcal{H}_2\right)$-convex IVFs.

Let $\mathcal{F} : [u, \theta] \to \mathcal{X}$ be an $\mathcal{H}_1, \mathcal{H}_2$-convex IVF given by $\mathcal{F}(x) = \left\{ F^+_\mathcal{F}(x) = \mathcal{F}(x) \right\}$ for all $x \in [u, \theta]$, with $\mathcal{H}_1, \mathcal{H}_2 : [0, 1] \to \mathbb{R}^+$ with $\mathcal{H}_1\left(\frac{1}{2}\right) \mathcal{H}_2\left(\frac{1}{2}\right) \neq 0$, where $F^+_\mathcal{F}(x)$ and $F^+_\mathcal{F}(x)$ both are $\left(\mathcal{H}_1, \mathcal{H}_2\right)$-convex function. If $\mathcal{F}$ is Riemann integrable (in sort, IR-integrable) then,

$$
\frac{1}{2\mathcal{H}_1\left(\frac{1}{2}\right)\mathcal{H}_2\left(\frac{1}{2}\right)} \mathcal{F}\left(\frac{u + \theta}{2}\right) \geq \frac{1}{\theta - u} (IR) \int_{u}^{\theta} \mathcal{F}(x) \, dx \\
\geq \left[ \mathcal{F}(u) + \mathcal{F}(\theta) \right] \int_{0}^{1} \mathcal{H}_1(\tau) \mathcal{H}_2(1 - \tau) \, d\tau.
$$

(5)

For further review of the literature on the applications and properties of generalized convex functions and Hermite–Hadamard inequalities, see [39–42] and the references therein.

Similarly, the notions of convexity and generalized convexity play a vital role in optimization under fuzzy domain because during characterization of the optimality condition of convexity, we obtain fuzzy variational inequalities so variational inequality theory and fuzzy complementary problem theory established powerful mechanism of the mathematical problems and they have a friendly relationship. Many authors contributed to this fascinating and interesting field. In 1989, Nanda and Kar [43] initiated to introduce convex fuzzy mappings from convex set to the set of fuzzy numbers and characterized the notion of convex fuzzy mapping through the idea of epigraph. A step forward, Furukawa [44] and Syau [45] proposed and examined fuzzy mapping from space $\mathbb{R}^n$ to the set of fuzzy numbers, fuzzy valued Lipschitz continuity, logarithmic convex fuzzy mappings, and quasi-convex fuzzy mappings. Besides, Chang [1] discussed the idea of convex fuzzy mapping and find its optimality condition with the support of fuzzy variational inequality. Generalization and extension of fuzzy convexity play a vital and significant implementation in diverse directions. So let’s note that, one of the most considered classes of nonconvex fuzzy mapping is preinvex fuzzy mapping. Noor [46] introduced this idea and proved some results that distinguish the fuzzy optimality condition of differentiable preinvex fuzzy mappings by fuzzy variational-like inequality. Fuzzy variational inequality theory and complementary problem theory established a strong relationship with mathematical problems. For more useful details about the applications and properties of variational inequalities and generalized convex fuzzy mappings, see [47–52] and the references therein.

The fuzzy mappings are fuzzy-IVFs. There are some integrals to deal with fuzzy-IVFs, where the integrands are fuzzy-IVFs. For instance, Oseuna-Gomez et al. [53] and Costa et al. [54] constructed Jensen's integral inequality for fuzzy-IVFs. By using same approach Costa and Flores also presented Minkowski and Beckenbach’s inequalities, where the integrands are fuzzy-IVFs. Motivated by [41,42,53,54] and especially by [55] because Costa et al established relation between elements of fuzzy-interval space and interval space, and introduced level-wise fuzzy order relation on fuzzy-interval space through Kulisch–Miranker order relation defined on interval space. By using this concept on fuzzy-interval space, we generalize integral inequality (1) by constructing fuzzy-interval integral inequalities for convex fuzzy-IVFs, where the integrands are convex fuzzy-IVFs.

This study is organized as follows: Section 2 presents preliminary and new concepts and results in interval space, the space of fuzzy intervals, and fuzzy convex analysis. Section 3 obtains fuzzy-interval $HH$-inequalities and $HH$-Fejér inequalities via $\left(\mathcal{H}_1, \mathcal{H}_2\right)$-preinvex fuzzy-IVFs. In addition, some interesting examples are also given to verify our results. Section 4 gives conclusions and future plans.

### 2. PRELIMINARIES

In this section, we recall some basic preliminary notions, definitions, and results. With the help of these results, some new basic definitions and results are also discussed.

We begin by recalling basic notations and definitions. We define interval,

$$
[\omega_*, \omega^*] = \{ x \in \mathbb{R} : \omega_* \leq x \leq \omega^* \text{ and } \omega_* , \omega^* \in \mathbb{R} \}.
$$
where $\omega \leq \omega^*$. We write $\text{len } [\omega, \omega^*] = \omega^* - \omega$. If $\text{len } [\omega, \omega^*] = 0$ then, $[\omega, \omega^*]$ is called degenerate. In this article, all intervals will be nondegenerate intervals. The collection of all closed and bounded intervals of $\mathbb{R}$ is denoted as $\mathcal{K} = \{[\omega, \omega^*] : \omega, \omega^* \in \mathbb{R} \text{ and } \omega \leq \omega^* \}$. If $\omega 
less_1 \omega^*$ then, $[\omega, \omega^*]$ is called positive interval. The set of all positive interval is denoted by $\mathcal{K}^+$ and defined as $\mathcal{K}^+ = \{[\omega, \omega^*] : \omega, \omega^* \in \mathcal{K} \text{ and } \omega \geq 0 \}$. We now discuss some properties of intervals under the arithmetic operations addition, multiplication, and scalar multiplication. If $[\mu, \mu^*], [\omega, \omega^*] \in \mathcal{K}$ and $\rho \in \mathbb{R}$ then, arithmetic operations are defined by

$$[\mu, \mu^*] + [\omega, \omega^*] = [\mu + \omega, \mu^* + \omega^*],$$

$$[\mu, \mu^*] \times [\omega, \omega^*] = \left[ \min \left\{ \frac{\mu_1 \omega^* + \mu^* \omega}{\mu_1 + \mu^*}, \frac{\mu \omega^* + \mu_1 \omega^*}{\mu \omega + \mu^* \omega} \right\}, \max \left\{ \frac{\mu_1 \omega^* + \mu^* \omega}{\mu_1 + \mu^*}, \frac{\mu \omega^* + \mu_1 \omega^*}{\mu \omega + \mu^* \omega} \right\} \right].$$

$$\rho \cdot [\mu, \mu^*] = \left\{ \begin{array}{ll}
\rho \mu & \text{if } \rho \geq 0, \\
\rho \mu^* & \text{if } \rho < 0.
\end{array} \right.$$

For $[\mu, \mu^*], [\omega, \omega^*] \in \mathcal{K}$, the inclusion "$\subseteq$" is defined by $[\mu, \mu^*] \subseteq [\omega, \omega^*]$ if and only if $\omega \leq \mu, \mu^* \leq \omega^*$. We write $\mu \preceq \mu$ if and only if $\mu \leq \mu^*$. For all $[\mu, \mu^*], [\omega, \omega^*] \in \mathcal{K}$, it is an order relation, see [33]. For given $[\mu, \mu^*], [\omega, \omega^*] \in \mathcal{K}$, we say that $[\mu, \mu^*] \preceq_1 [\omega, \omega^*]$ if and only if $\mu \leq \omega, \mu^* \leq \omega^*$.

The concept of Riemann integral for IVF first introduced by Moore [32] is defined as follows:

**Theorem 2.2** If $F : [c, d] \rightarrow \mathcal{K}$ is an IVF such that $[F_1, F^*]$ then, $F$ is Riemann integrable over $[c, d]$ if and only if $F_1$ and $F^*$ both are Riemann integrable over $[c, d]$ such that

$$\int_c^d F(x) \, dx = \left( \int_c^d F_1(u) \, dx \right) \left( \int_c^d F^*(u) \, dx \right)$$

The collection of all Riemann integrable real valued functions and Riemann integrable IVFs is denoted by $\mathcal{R}_{[c,d]}$ and $\mathcal{IR}_{[c,d]}$, respectively.

Let $\mathbb{R}$ be the set of real numbers. A fuzzy subset set $\mathcal{F}$ of $\mathbb{R}$ is distinguished by a function $\varphi : \mathbb{R} \rightarrow [0, 1]$ called the membership function. In this study this depiction is approved. Moreover, the collection of all fuzzy subsets of $\mathbb{R}$ is denoted by $\mathcal{F}(\mathbb{R})$.

A real fuzzy-interval $\varphi$ is a fuzzy set in $\mathbb{R}$ with the following properties:

1. $\varphi$ is normal, i.e., there exists $x \in \mathbb{R}$ such that $\varphi(x) = 1$;
2. $\varphi$ is upper semi continuous, i.e., for given $x \in \mathbb{R}$, there exist $\varepsilon > 0$ there exist $\delta > 0$ such that $\varphi(x) - \varphi(y) < \varepsilon$ for all $y \in \mathbb{R}$ with $|x - y| < \delta$.
3. $\varphi$ is fuzzy convex, i.e., $\varphi \left( (1 - \tau) x + \tau y \right) \geq \min \left\{ \varphi(x), \varphi(y) \right\}$, $\forall x, y \in \mathbb{R}$ and $\tau \in [0, 1]$;
4. $\varphi$ is compactly supported i.e., $\text{cl} \{ x \in \mathbb{R} \mid \varphi(x) > 0 \}$ is compact.

The collection of all real fuzzy-intervals is denoted by $\mathcal{F}(\mathbb{R})$. Let $\varphi \in \mathcal{F}(\mathbb{R})$ be real fuzzy-interval, if and only if, $\gamma$-levels $[\varphi]^\gamma$ is a nonempty compact convex set of $\mathbb{R}$. This is represented by

$$[\varphi]^\gamma = \{ x \in \mathbb{R} \mid \varphi(x) \geq \gamma \}.$$

from these definitions, we have

$$[\varphi]^\gamma = [\varphi_\gamma, [\varphi_\gamma]^*] \gamma \in [0, 1].$$

This leads the following characterization of a real fuzzy-interval in terms of the two end point functions $\varphi_\gamma (\gamma)$ and $\varphi^*_\gamma (\gamma)$.

**Theorem 2.3** [9] Suppose that $\varphi_\gamma (\gamma) : [0, 1] \rightarrow \mathbb{R}$ and $\varphi^*_\gamma (\gamma) : [0, 1] \rightarrow \mathbb{R}$ satisfy the following conditions:

1. $\varphi_\gamma (\gamma)$ is a nondecreasing function.
2. $\varphi^*_\gamma (\gamma)$ is a nonincreasing function.
3. $\varphi_\gamma (1) \leq \varphi^*_\gamma (1)$.
4. $\varphi_\gamma (\gamma)$ and $\varphi^*_\gamma (\gamma)$ are bounded and left continuous on $[0, 1]$ and right continuous at $\gamma = 0$.

Moreover, If $\varphi : \mathbb{R} \rightarrow [0, 1]$ is a real fuzzy-interval given by $[\varphi]^\gamma \gamma \in \mathbb{R}$ then, function $\varphi_\gamma (\gamma)$ and $\varphi^*_\gamma (\gamma)$ find the conditions (1-4).

**Proposition 2.4.** [55] Let $\varphi, \phi \in \mathcal{F}(\mathbb{R})$. Then, fuzzy order relation "$\preceq$" given on $\mathcal{F}(\mathbb{R})$ by

$$\preceq \triangleq \phi \text{ if and only if } \forall \gamma \in [0, 1], \text{ all } [\varphi]^\gamma \leq \gamma \phi]^\gamma$$

is partial order relation.
Remark 2.8. \( [\rho, \varphi] = \rho [\varphi] \) \( (8) \)

For \( \psi \in \mathbb{F}_C (\mathbb{R}) \) such that \( \varphi = \phi \circ \psi \) then, by this result we have existence of Hukuhara difference of \( \psi \) and \( \phi \), and we say that \( \psi \) is the \( H \)-difference of \( \phi \) and \( \phi \), and denoted by \( \varphi \circ \phi \). If \( H \)-difference exists then,

\[
[\varphi \circ \psi] = [\varphi \circ \phi] = [\varphi] - [\phi].
\]

(9)

where \( (\psi)^* (\gamma) = (\varphi \circ \phi)^* (\gamma) = \varphi^* (\gamma) - \phi^* (\gamma) \). \( (\varphi \circ \phi)^* (\gamma) = \varphi^* (\gamma) - \phi^* (\gamma) \).

Remark 2.5. Obviously, \( \mathbb{F}_C (\mathbb{R}) \) is closed under addition and non-negative scalar multiplication and above defined properties on \( \mathbb{F}_C (\mathbb{R}) \) are equivalent to those derived from the usual extension principle. Furthermore, for each scalar number \( \rho \in \mathbb{R} \),

\[
[\rho \circ \psi] = [\rho \circ \phi] = \rho [\varphi].
\]

(10)

Theorem 2.6. \([17]\) The space \( \mathbb{F}_C (\mathbb{R}) \) dealing with a supremum metric i.e., for \( \psi, \phi \in \mathbb{F}_C (\mathbb{R}) \)

\[
D (\psi, \phi) = \sup_{0 \leq s \leq 1} H ([\psi] \setminus [\phi]),
\]

it is a complete metric space, where \( H \) denote the well-known Hausdorff metric on space of intervals.

Definition 2.7.\([55]\) A fuzzy-interval-valued map \( F : K \subset \mathbb{R} \rightarrow \mathbb{F}_C (\mathbb{R}) \) is called fuzzy-IVF. For each \( \gamma \in [0, 1] \), whose \( \gamma \)-levels define the family of IVFs \( F_\gamma : K \subset \mathbb{R} \rightarrow \mathcal{K}_C \) are given by \( F_\gamma (x) = [F_\gamma (x, \gamma), F^{+} (x, \gamma)] \) for all \( x \in K \). Here, for each \( \gamma \in [0, 1] \), the end point real functions \( F_\gamma (\cdot, \gamma), F^{+} (\cdot, \gamma) : K \rightarrow \mathbb{R} \) are called upper and lower functions of \( F \).

Remark 2.8. Let \( F : K \subset \mathbb{R} \rightarrow \mathbb{F}_C (\mathbb{R}) \) be a fuzzy-IVF. Then, \( F \) is a function to be continuous at \( x \in K \), if for each \( \gamma \in [0, 1] \), both end point functions \( F_\gamma (x, \gamma) \) and \( F^{+} (x, \gamma) \) are continuous at \( x \in K \).

From above literature review, following results can be concluded, see \([33, 49, 50, 55]\):

Definition 2.9. Let \( F : [c, d) \subset \mathbb{R} \rightarrow \mathbb{F}_C (\mathbb{R}) \) is called fuzzy-IVF.

The fuzzy integral of \( F \) over \([c, d] \), denoted by \((FR) \int_c^d F (x) \) \( dx \), it is defined level-wise by

\[
(FR) \int_c^d F (x) \, dx \bigg|_\gamma = (IR) \int_c^d F_\gamma (x) \, dx \bigg|_\gamma
\]

\[
= \left\{ F (x, \gamma) \, dx : (x, \gamma) \in R_{[c,d]} \right\},
\]

(11)

for all \( \gamma \in [0, 1] \), where \( R_{[c,d]} \) is the collection of end point functions of IVFs. \( FR \) is \((FR)\)-integrable over \([c, d] \) if \((FR) \int_c^d F (x) \) \( dx \) \( \in \mathbb{F}_C (\mathbb{R}) \). Note that, if both end point functions are Lebesgue-integrable then, \( F \) is fuzzy Aumann-integrable, see \([33, 49, 50, 55]\).

Theorem 2.10. Let \( F : [c, d] \subset \mathbb{R} \rightarrow \mathbb{F}_C (\mathbb{R}) \) be a fuzzy-IVF, whose \( \gamma \)-levels define the family of IVFs \( F_\gamma : [c, d] \subset \mathbb{R} \rightarrow \mathcal{K}_C \) are given by \( F_\gamma (x) = [F_\gamma (x, \gamma), F^{+} (x, \gamma)] \) for all \( x \in [c, d] \) and for all \( \gamma \in [0, 1] \). Then, \( F \) is \((FR)\)-integrable over \([c, d] \) if and only if, \( F_\gamma (x, \gamma) \) and \( F^{+} (x, \gamma) \) both are \( R \)-integrable over \([c, d] \). Moreover, if \( F \) is \((FR)\)-integrable over \([c, d] \) then,

\[
(FR) \int_c^d F (x) \, dx \bigg|_\gamma = (IR) \int_c^d F_\gamma (x, \gamma) \, dx, (IR) \int_c^d F^{+} (x, \gamma) \, dx
\]

(12)

for all \( \gamma \in [0, 1] \).

The family of all \((FR)\)-integrable fuzzy-IVFs and \( R \)-integrable functions over \([c, d] \) are denoted by \( FR_{\{c, d\}} \) and \( R_{\{c, d\}} \), for all \( \gamma \in [0, 1] \).

Definition 2.11. \([46]\) Let \( K \) be an invex set. Then, fuzzy-IVF \( F : K \rightarrow \mathbb{F}_C (\mathbb{R}) \) is said to be \( \delta \)-preinve in \( K \) with respect to \( \delta \) if

\[
F (x + (1 - \tau) \delta (y, x)) \leq \tau F (y) + (1 - \tau) F (y),
\]

for all \( x, y \in K, \tau \in [0, 1] \), where \( F (x) \geq 0, \delta : K \times K \rightarrow \mathbb{R} \). If \( F \) is \( \delta \)-preconcave fuzzy-IVF then, \( -F \) is preinve fuzzy-IVF.

Definition 2.13. Let \( K \) be an invex set and \( \delta_1, \delta_2 : [0, 1] \subset K \) such that \( \delta_1, \delta_2 \neq 0 \). Then, fuzzy-IVF \( F : K \rightarrow \mathbb{F}_C (\mathbb{R}) \) is said to be

\( (\delta_1, \delta_2) \)-preinve in \( K \) if

\[
\delta_1 (\tau) \delta_2 (1 - \tau) F (x) + \delta_1 (1 - \tau) \delta_2 (\tau) F (y),
\]

for all \( x, y \in K, \tau \in [0, 1] \), where \( F (x) \geq 0, \delta : K \times K \rightarrow \mathbb{R} \).

Remark 2.14. If \( \delta_2 (\tau) \equiv 1 \) then, \( (\delta_1, \delta_2) \)-preinve fuzzy-IVF becomes \( \delta_1 \)-preinve fuzzy-IVF, i.e.,

\[
F (x + (1 - \tau) \delta (y, x)) \leq \delta_1 (\tau) F (x) + \delta_1 (1 - \tau) F (y), \forall x, y \in K, \tau \in [0, 1].
\]

If \( \delta_1 (\tau) = \tau, \delta_2 (\tau) \equiv 1 \) then, \( (\delta_1, \delta_2) \)-preinve fuzzy-IVF becomes \( s \)-preinve fuzzy-IVF, i.e.,

\[
F (x + (1 - \tau) \delta (y, x)) \leq \tau F (x) + (1 - \tau) F (y), \forall x, y \in K, \tau \in [0, 1].
\]
If \( h_1(r) = r, h_2(r) \equiv 1 \) then, \((h_1, h_2)\)-preinvex fuzzy-IVF becomes preinvex fuzzy-IVF, i.e.,

\[
F(x + (1 - r) \partial (y, x)) 
\leq F(x) + (1 - r) F(y), \forall x, y \in K, r \in [0, 1].
\]

If \( h_1(r) = h_2(r) \equiv 1 \) then, \((h_1, h_2)\)-preinvex fuzzy-IVF becomes \(P\)-preinvex fuzzy-IVF, i.e.,

\[
F(x + (1 - r) \partial (y, x)) 
\leq F(x) + (1 - r) F(y), \forall x, y \in K, r \in [0, 1].
\]

**Theorem 2.15.** Let \( K \) be an invex set and non-negative real-valued function \( h_1, h_2 : [0, 1] \subseteq K \to \mathbb{R} \) such that \( h_1, h_2 \not\equiv 0 \). Let \( F : K \to F_C(\mathbb{R}) \) be a fuzzy-IVF with \( F(x) \geq 0 \), whose \( \gamma \)-levels define the family of IVFs \( F_\gamma : [c, d] \subset \mathbb{R} \to \mathcal{C}^+ \) are given by

\[
F_\gamma(x) = F_x(x, \gamma), F^+(x, \gamma) \big| \forall x \in K. \tag{15}
\]

for all \( x \in [c, d] \) and for all \( \gamma \in [0, 1] \). Then, \( F \) is \((h_1, h_2)\)-preinvex fuzzy-IVF on \( K \), if and only if, for all \( \gamma \in [0, 1] \), \( F^+(x, \gamma) \) and \( F^+(x, \gamma) \) both are \((h_1, h_2)\)-preinvex functions.

\[
(16)
\]

**Proof.** Assume that for each \( \gamma \in [0, 1] \), \( F^+(x, \gamma) \) and \( F^+(x, \gamma) \) are \((h_1, h_2)\)-preinvex on \( K \). Then, from (13), we have

\[
F_x(x + (1 - r) \partial (y, x), \gamma) \leq h_1(r) h_2(1 - r) F_x(x, \gamma) 
+ h_1(1 - r) h_2(r) F_x(y, \gamma)
\]

for all \( x, y \in K, r \in [0, 1] \).

And

\[
F^+(x + (1 - r) \partial (y, x), \gamma) \leq h_1(r) h_2(1 - r) F^+(x, \gamma) 
+ h_1(1 - r) h_2(r) F^+(y, \gamma)
\]

for all \( x, y \in K, r \in [0, 1] \).

Then, by (15), (5) and (7), we obtain

\[
F_x(x + (1 - r) \partial (y, x)) 
= \left[ F_x(x + (1 - r) \partial(y, x), \gamma) . F^+(x + (1 - r) \partial(y, x), \gamma) \right],
\]

\[
\leq \left[ h_1(r) h_2(1 - r) F_x(x, \gamma) . h_1(1 - r) h_2(r) F^+(x, \gamma) \right] 
+ \left[ h_1(1 - r) h_2(1 - r) F_x(y, \gamma) . h_1(1 - r) h_2(r) F^+(y, \gamma) \right],
\]

i.e.,

\[
F(x + (1 - r) \partial(y, x)) \leq h_1(r) h_2(1 - r) F(x) 
+ h_1(1 - r) h_2(r) F(y), \forall x, y \in K, r \in [0, 1].
\]

Hence, \( F \) is \((h_1, h_2)\)-preinvex fuzzy-IVF on \( K \).

Conversely, let \( F \) is \((h_1, h_2)\)-preinvex fuzzy-IVF on \( K \). Then, for all \( x, y \in K \) and \( r \in [0, 1] \), we have \( F(x + (1 - r) \partial(y, x)) \leq \)

\[
(17)
\]

**Theorem 2.16.** Let \( K \) be an invex set and non-negative real-valued function \( h_1, h_2 : [0, 1] \subseteq K \to \mathbb{R} \) such that \( h_1, h_2 \not\equiv 0 \). Let \( F : K \to F_C(\mathbb{R}) \) be a fuzzy-IVF with \( F(x) \geq 0 \), whose \( \gamma \)-levels define the family of IVFs \( F_\gamma : [c, d] \subset \mathbb{R} \to \mathcal{C}^+ \) are given by

\[
F_\gamma(x) = F_x(x, \gamma), F^+(x, \gamma) \big| \forall x \in K. \tag{15}
\]

for all \( x \in [c, d] \) and for all \( \gamma \in [0, 1] \). Then, \( F \) is \((h_1, h_2)\)-preconcave fuzzy-IVF on \( K \), if and only if, for all \( \gamma \in [0, 1] \), \( F^+(x, \gamma) \) and \( F^+(x, \gamma) \) both are \((h_1, h_2)\)-preconcave functions.

\[
(18)
\]

**Proof.** The demonstration is analogous to the demonstration of Theorem 2.15.

### 3. MAIN RESULTS

In this section, we put forward some \( HH \)-inequalities for \((h_1, h_2)\)-preinvex fuzzy-IVFs via fuzzy Riemann integrals.

**Theorem 3.1.** Let \( F : [u, u + \delta(\partial, u)] \to F_C(\mathbb{R}) \) be a \((h_1, h_2)\)-preinvex fuzzy-IVF with non-negative real-valued functions \( h_1, h_2 : [0, 1] \to \mathbb{R} \) and \( h_1 \left( \frac{1}{2} \right) h_2 \left( \frac{1}{2} \right) \neq 0 \), whose \( \gamma \)-levels define the family of IVFs \( F_\gamma : [u, u + \delta(\partial, u)] \subset \mathbb{R} \to \mathcal{C}^+ \) are given by \( F_\gamma(x) = \)
Then, fuzzy-IVF. Then, by hypothesis, we have

\[
\begin{align*}
F^*(u) &= \frac{1}{\partial(\theta, u)} \int_u^{\nu+\theta(\theta, u)} F(x) dx \\
&\leq F(u) + \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx.
\end{align*}
\]

Therefore, for every \( \gamma \in [0, 1] \), we have

\[
\begin{align*}
&\frac{1}{\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) \\
&\leq F_*(u + (1 - \tau) \theta(\theta, u), \gamma) + F_*(u + \tau \theta(\theta, u), \gamma).
\end{align*}
\]

Thus,

\[
\begin{align*}
&\frac{1}{2\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} \int_0^1 F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) d\tau \\
&\leq \int_0^1 F_*(u + (1 - \tau) \theta(\theta, u), \gamma) d\tau \\
&\quad + \int_0^1 F_*(u + \tau \theta(\theta, u), \gamma) d\tau.
\end{align*}
\]

Combining (20) and (21), we have

\[
\begin{align*}
&\frac{1}{\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) \\
&\leq \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx \\
&\leq [F(u) + \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx. \]
\]

This completes the proof.

Remark 3.2. If \( \beta_2(\tau) \equiv 1 \) then, Theorem 3.1 reduces to the result for \( \beta_1 \)-preinvex fuzzy-IVF:

\[
\begin{align*}
&\frac{1}{\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) \\
&\leq \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx \\
&\leq [F(u) + \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx.
\end{align*}
\]

If \( \beta_1(\tau) = \tau^s \) and \( \beta_2(\tau) \equiv 1 \) then, Theorem 3.1 reduces to the result for \( s \)-preinvex fuzzy-IVF:

\[
\begin{align*}
&\frac{1}{\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) \\
&\leq \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx \\
&\leq \frac{1}{s+1} [F(u) + \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx.
\end{align*}
\]

If \( \beta_1(\tau) = \tau \) and \( \beta_2(\tau) \equiv 1 \) then, Theorem 3.1 reduces to the result for preinvex fuzzy-IVF:

\[
\begin{align*}
F^*(\frac{2u + \theta(\theta, u)}{2}) &\leq \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx \\
&\leq \frac{1}{\partial(\theta, u)} (FR) \int_u^{\nu+\theta(\theta, u)} F(x) dx.
\end{align*}
\]

That is,

\[
\begin{align*}
&\frac{1}{\beta_1(\frac{1}{2}) \beta_2(\frac{1}{2})} F^*(\frac{2u + \theta(\theta, u)}{2}, \gamma) \\
&\leq \frac{2}{\partial(\theta, u)} \int_u^{\nu+\theta(\theta, u)} F_*(x, \gamma) dx.
\end{align*}
\]

That is, \( F_*(u, \gamma) = F^*(\theta, \gamma) \) with \( \gamma = 1 \) then, we obtain (4) from (19).
If $F_\gamma^\ast(u, \gamma) = F^\ast(\theta, \gamma)$ with $\gamma = 1$ and $\delta_2(\tau) \equiv 1$ then, we obtain (3) from (19).

Note that, if $\delta(\theta, u) = \theta - u$ then, above integral inequalities reduce to new ones.

**Example 3.3.** We consider $\delta_1(\tau) = \tau$, $\delta_2(\tau) \equiv 1$, for $\tau \in [0, 1]$ and the fuzzy-IVF $F : [u, u + \delta(\theta, u)] = [0, \delta(2, 0)] \rightarrow F_C(R)$ defined by,

$$F(x)(\sigma) = \begin{cases} \frac{x}{2\sigma} & \sigma \in [0, 2x^2] \\ \frac{4x^2 - x^2}{2\sigma} & \sigma \in (2x^2, 4x^3] \\ 0 & \text{otherwise}, \end{cases}$$

Then, for each $\gamma \in [0, 1]$, we have $F_{\gamma}(x) = [2\gamma x^2, (4 - 2\gamma)x^3]$. Since end point functions $F_\gamma(x, \gamma) = 2\gamma x^2$, $F^\gamma(x, \gamma) = (4 - 2\gamma)x^3$ are $(\delta_1, \delta_2)$-preinex fuzzy functions with respect to $\theta = u$ for each $\gamma \in [0, 1]$ then, $F(x)$ is $(\delta_1, \delta_2)$-preinex fuzzy-IVF with respect to $\theta(\theta, u) = \theta - u$.

Now we compute the following:

$$\frac{1}{2\delta_1(\frac{1}{2}) \delta_2(\frac{1}{2})} \int_u^{u + \delta(\theta, u)} \frac{(2u + \delta(\theta, u)}{2}, \gamma \right) \leq \frac{1}{\delta(\theta, u)} \int_u^{u + \delta(\theta, u)} F_{\gamma}(x, \gamma) dx \left\{ F_{\gamma}(u, u + \delta(\theta, u)) + F_{\gamma}(\theta, \gamma) \right\} \int_0^1 \delta_1(\tau) \delta_2(1 - \tau) d\tau = 4\gamma.$$

Now

$$\frac{1}{2\delta_1(\frac{1}{2}) \delta_2(\frac{1}{2})} \int_u^{u + \delta(\theta, u)} \frac{(2u + \delta(\theta, u)}{2}, \gamma \right) = F_{\gamma}(1, \gamma) = 2\gamma,$$

$$\frac{1}{\delta(\theta, u)} \int_u^{u + \delta(\theta, u)} F_\gamma(x, \gamma) dx = \frac{1}{2} \int_0^2 2\gamma x^2 dx = \frac{8\gamma}{3},$$

for all $\gamma \in [0, 1]$. That means

$$2\gamma \leq \frac{8\gamma}{3} \leq 4\gamma.$$

Similarly, it can be easily show that

$$\frac{1}{2\delta_1(\frac{1}{2}) \delta_2(\frac{1}{2})} \int_u^{u + \delta(\theta, u)} \frac{(2u + \delta(\theta, u)}{2}, \gamma \right) \leq \frac{1}{\delta(\theta, u)} \int_u^{u + \delta(\theta, u)} F^\gamma(x, \gamma) dx \left\{ F^\gamma(u, u + \delta(\theta, u)) + F^\gamma(\theta, \gamma) \right\} \int_0^1 \delta_1(\tau) \delta_2(1 - \tau) d\tau = 4\gamma.$$

And

$$\frac{1}{2\delta_1(\frac{1}{2}) \delta_2(\frac{1}{2})} \int_u^{u + \delta(\theta, u)} \frac{(2u + \delta(\theta, u)}{2}, \gamma \right) = F_{\gamma}(1, \gamma) = 2(2 - \gamma),$$

From which, it follows that

$$(4 - 2\gamma) \leq \frac{4(4 - 2\gamma)}{3} \leq 2(4 - 2\gamma).$$

i.e.,

$$[2\gamma, 2(2 - \gamma)] \leq \left[ \frac{8\gamma}{3}, \frac{8(2 - \gamma)}{3} \right] \leq [4\gamma, 4(2 - 1\gamma)], \text{for all } \gamma \in [0, 1].$$

Hence, the Theorem 3.1 is verified.

**Theorem 3.4.** Let $F, \mathcal{F} : [u, u + \delta(\theta, u)] \rightarrow F_C(R)$ be two $(\delta_1, \delta_2)$-preinex fuzzy-IVFs with nonnegative real-valued functions $\delta_1, \delta_2 : [0, 1] \rightarrow \mathbb{R}$, whose $\gamma$-levels define the family of IVFs $F_{\gamma}, \mathcal{F}_{\gamma} : [u, u + \delta(\theta, u)] \subset \mathbb{R} \Rightarrow \mathcal{H}_C(\gamma)$ are given by $F_{\gamma}(x) = [F_{\gamma}(x, \gamma), F^\gamma(x, \gamma)]$ and $\mathcal{F}_{\gamma}(x) = [\mathcal{F}_{\gamma}(x, \gamma), \mathcal{F}^\gamma(x, \gamma)]$ for all $x \in [u, u + \delta(\theta, u)]$ and for all $\gamma \in [0, 1]$. If $F$, $\mathcal{F}$ and $\mathcal{F} \in \mathcal{I}\mathcal{R}_{\delta_1, \delta_2}(\mathbb{R})$, then

$$\frac{1}{\delta(\theta, u)} \int_u^{u + \delta(\theta, u)} F(x) \mathcal{F}(x) dx \leq \mathcal{M}(u, \theta) \int_0^1 \delta_1(\tau) \delta_2(1 - \tau) d\tau + \mathcal{N}(u, \theta) \int_0^1 \delta_1(\tau) \delta_2(1 - \tau) \delta_2(1 - \tau) d\tau,$$

where $\mathcal{M}(u, \theta) = F(u) \mathcal{F}(u) + \mathcal{F}(\theta) \mathcal{F}(\theta)$, $\mathcal{N}(u, \theta) = F(u) \mathcal{F}(u) + \mathcal{F}(\theta) \mathcal{F}(\theta)$ with $\mathcal{M}_{\gamma}(u, \theta) = \mathcal{M}_{\gamma}(u, \theta, \gamma), \mathcal{M}^\gamma(\theta, \gamma)$ and $\mathcal{N}_{\gamma}(u, \theta) = \mathcal{N}_{\gamma}(u, \theta, \gamma), \mathcal{N}^\gamma(\theta, \gamma)$.

**Proof.** Since $F$ and $\mathcal{F}$ both are $(\delta_1, \delta_2)$-preinex fuzzy-IVFs on $[u, u + \delta(\theta, u)]$ then, for each $\gamma \in [0, 1]$ we have

$$F_{\gamma}(u + (1 - \tau) \delta(\theta, u), \gamma) \leq \delta_1(\tau) \delta_2(1 - \tau) F_{\gamma}(u, \gamma) + \delta_1(1 - \tau) \delta_2(\tau) F_{\gamma}(\theta, \gamma),$$

$$F^\gamma(u + (1 - \tau) \delta(\theta, u), \gamma) \leq \delta_1(\tau) \delta_2(1 - \tau) F^\gamma(u, \gamma) + \delta_1(1 - \tau) \delta_2(\tau) F^\gamma(\theta, \gamma).$$

And

$$\mathcal{F}_{\gamma}(u + (1 - \tau) \delta(\theta, u), \gamma) \leq \delta_1(\tau) \delta_2(1 - \tau) \mathcal{F}_{\gamma}(u, \gamma) + \delta_1(1 - \tau) \delta_2(\tau) \mathcal{F}_{\gamma}(\theta, \gamma),$$

$$\mathcal{F}^\gamma(u + (1 - \tau) \delta(\theta, u), \gamma) \leq \delta_1(\tau) \delta_2(1 - \tau) \mathcal{F}^\gamma(u, \gamma) + \delta_1(1 - \tau) \delta_2(\tau) \mathcal{F}^\gamma(\theta, \gamma).$$
From the definition of \((\bar{h}_1, \bar{h}_2)\)-preinvex fuzzy-IVFs it follows that \(F^*(x) \geq 0\) and \(\mathcal{J}(x) \geq 0\), so

\[
P_\gamma^*(u + (1 - \tau) \vartheta(\theta, u)) \times \mathcal{J}_\gamma^*(u + (1 - \tau) \vartheta(\theta, u)) \\
\leq \left( \bar{h}_1(\tau) \bar{h}_2(1 - \tau) P_\gamma(u, \vartheta) + \bar{h}_1(1 - \tau) \bar{h}_2(\tau) P_\gamma(\tau, \vartheta) \right) \\
\left( \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \mathcal{J}_\gamma(u, \vartheta) + \bar{h}_1(1 - \tau) \bar{h}_2(\tau) \mathcal{J}_\gamma(\tau, \vartheta) \right) \\
= P_\gamma^*(u, \vartheta) \times \mathcal{J}_\gamma^*(u, \vartheta) \left[ \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \right]^2 \\
+ P_\gamma^*(\tau, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \left[ \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \right]^2 \\
+ P_\gamma^*(u, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \bar{h}_1(\tau) \bar{h}_2(\tau) \bar{h}_1(1 - \tau) \bar{h}_2(1 - \tau) \\
+ P_\gamma^*(\tau, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \bar{h}_1(\tau) \bar{h}_2(\tau) \bar{h}_1(1 - \tau) \bar{h}_2(1 - \tau),
\]

Integrating both sides of above inequality over \([0, 1]\) we get

\[
\int_0^1 P_\gamma^*(u + (1 - \tau) \vartheta(\theta, u)) \times \mathcal{J}_\gamma^*(u + (1 - \tau) \vartheta(\theta, u)) \vartheta(\theta, u) \, d\vartheta \\
\leq \int_0^1 \left( \bar{h}_1(\tau) \bar{h}_2(1 - \tau) P_\gamma(u, \vartheta) + \bar{h}_1(1 - \tau) \bar{h}_2(\tau) P_\gamma(\tau, \vartheta) \right) \\
\left( \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \mathcal{J}_\gamma(u, \vartheta) + \bar{h}_1(1 - \tau) \bar{h}_2(\tau) \mathcal{J}_\gamma(\tau, \vartheta) \right) \vartheta(\theta, u) \, d\vartheta \\
= \int_0^1 P_\gamma^*(u, \vartheta) \times \mathcal{J}_\gamma^*(u, \vartheta) \left[ \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \right]^2 \\
+ \int_0^1 P_\gamma^*(\tau, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \left[ \bar{h}_1(\tau) \bar{h}_2(1 - \tau) \right]^2 \\
+ \int_0^1 P_\gamma^*(u, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \bar{h}_1(\tau) \bar{h}_2(\tau) \bar{h}_1(1 - \tau) \bar{h}_2(1 - \tau) \\
+ \int_0^1 P_\gamma^*(\tau, \vartheta) \times \mathcal{J}_\gamma^*(\tau, \vartheta) \bar{h}_1(\tau) \bar{h}_2(\tau) \bar{h}_1(1 - \tau) \bar{h}_2(1 - \tau),
\]

and the theorem has been established.

Following assumption is required to prove next result regarding the bi-function \(\vartheta : K \times K \to R\) which is known as

**Condition C.** Let \(K\) be an invex set with respect to \(\vartheta\). For any \(u, \vartheta \in K\) and \(\tau \in [0, 1]\),

\[
\vartheta(u, \vartheta + \tau \vartheta(\theta, u)) = (1 - \tau) \vartheta(\theta, u),
\]

\[
\vartheta(u, u + \tau \vartheta(\theta, u)) = -\tau \vartheta(\theta, u).
\]

Clearly for \(\tau = 0\), we have \(\vartheta(\theta, u) = 0\) if and only if, \(\vartheta = u\), for all \(u, \vartheta \in K\). For the applications of Condition C, see [12,26,31,46,51].

**Theorem 3.5.** Let \(\mathcal{F}, \mathcal{J} \subseteq [u, u + \vartheta(\theta, u)] \to \mathcal{R}_c(C)\) be two \((\bar{h}_1, \bar{h}_2)\)-preinvex fuzzy-IVFs with nonnegative real-valued functions \(\bar{h}_1, \bar{h}_2 : [0, 1] \to R\) and \(\bar{h}_1(\frac{1}{2}) \bar{h}_2(\frac{1}{2}) \neq 0\), whose \(\gamma\)-levels define the family of IVFS \(\mathcal{F}_\gamma, \mathcal{J}_\gamma \subseteq [u, u + \vartheta(\theta, u)] \subseteq \mathcal{R} \to \mathcal{R}_c^+ \) are given by \(\mathcal{F}_\gamma(x) = \mathcal{F}(x, \gamma), \mathcal{F}_\gamma^*(x) = \mathcal{F}_\gamma^*(x, \gamma)\) and \(\mathcal{J}_\gamma(x) = \mathcal{J}_\gamma(x, \gamma)\) for all \(x \in [u, u + \vartheta(\theta, u)]\) and for all \(\gamma \in [0, 1]\). If \(\mathcal{F}, \mathcal{J} \in \mathcal{R}_c([u, u + \vartheta(\theta, u)], \gamma)\) and Condition C hold for \(\vartheta\) then,

\[
\int \frac{1}{\bar{h}_1(\frac{1}{2}) \bar{h}_2(\frac{1}{2})} \mathcal{F} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \mathcal{J} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \, dx \\
\leq \int \frac{1}{\bar{h}_1(\frac{1}{2}) \bar{h}_2(\frac{1}{2})} \mathcal{F} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \mathcal{J} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \, dx \\
+ \mathcal{J} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \int \frac{1}{\bar{h}_1(\frac{1}{2}) \bar{h}_2(\frac{1}{2})} \mathcal{F} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \mathcal{J} \left( \frac{2u + \vartheta(\theta, u)}{2} \right) \, dx.
\]
where \( \mathcal{M}(u, \theta) = F(u) \tilde{\mathcal{F}}(u) + F(\theta) \tilde{\mathcal{F}}(\theta) \), \( \mathcal{N}(u, \theta) = F(u) \tilde{\mathcal{F}}(\theta) + F(\theta) \tilde{\mathcal{F}}(u) \), and \( \mathcal{M}_e(u, \theta) = \left[ \mathcal{M}_e((u, \theta), \gamma) \right] \), \( \mathcal{N}_e(u, \theta) = \left[ \mathcal{N}_e((u, \theta), \gamma) \right] \) and \( \mathcal{M}_e(u, \theta) = \left[ \mathcal{M}_e((u, \theta), \gamma) \right] , \( \mathcal{N}_e(u, \theta) = \left[ \mathcal{N}_e((u, \theta), \gamma) \right] \).

**Proof.** Using Condition C, we can write

\[
u + \frac{1}{2} \partial(\theta, u) = u + \tau \delta(\theta, u)
+ \frac{1}{2} \partial(u + (1 - \tau) \partial(\theta, u), u + \tau \delta(\theta, u)).
\]

By hypothesis, for each \( \gamma \in [0, 1] \), we have

\[
\mathcal{F}_e \left( \frac{2u + \partial(\theta, u)}{2}, \gamma \right) \times \mathcal{F}_e \left( \frac{2u + \partial(\theta, u)}{2}, \gamma \right) = \mathcal{F}_e \left( \frac{2u + \partial(\theta, u)}{2}, \gamma \right) \times \mathcal{F}_e \left( \frac{2u + \partial(\theta, u)}{2}, \gamma \right).
\]

\[
\left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
\[
\leq \left[ \hat{\lambda}_1 \left( \frac{1}{2} \right) \hat{\lambda}_2 \left( \frac{1}{2} \right) \right]^2 \left[ \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) \times \mathcal{F}_e \left( u + (1 - \tau) \partial(\theta, u), \gamma \right) + \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right) \right.
\]
\[
\times \mathcal{F}_e \left( u + \tau \delta(\theta, u), \gamma \right)
\]
integrating over [0, 1], we have

\[
\frac{1}{2h_1(\frac{1}{2})h_2(\frac{1}{2})^2} F_* \left( \frac{2u + \theta (\theta, u)}{2} , \gamma \right) \times \mathcal{F}_* \left( \frac{2u + \theta (\theta, u)}{2} , \gamma \right)
\]

\[\leq \frac{1}{\partial(\theta,u)} \int_0^{\partial(\theta,u)} F_*(x, \gamma) \times \mathcal{F}_*(x, \gamma) \, dx
\]

\[+ \mathcal{M}_* ((u, \theta), \gamma) \int_0^1 \hat{h}_1 (\tau) \hat{h}_2 (\tau) \hat{h}_1 (1 - \tau) \hat{h}_2 (1 - \tau) \, d\tau
\]

\[+ \mathcal{N}_* ((u, \theta), \gamma) \int_0^1 [\hat{h}_1 (\tau) \hat{h}_2 (1 - \tau)]^2 \, d\tau,
\]

from which, we have

\[
\frac{1}{2h_1(\frac{1}{2})h_2(\frac{1}{2})^2} \left[ F_* \left( \frac{2u + \theta (\theta, u)}{2} , \gamma \right) \times \mathcal{F}_* \left( \frac{2u + \theta (\theta, u)}{2} , \gamma \right) \right]
\]

\[\leq \frac{1}{\partial(\theta,u)} \int_0^{\partial(\theta,u)} F_*(x, \gamma) \times \mathcal{F}_*(x, \gamma) \, dx
\]

\[+ \int_0^1 \hat{h}_1 (\tau) \hat{h}_2 (\tau) \hat{h}_1 (1 - \tau) \hat{h}_2 (1 - \tau) \, d\tau
\]

\[+ \mathcal{M}_* ((u, \theta), \gamma) \int_0^1 \hat{h}_1 (\tau) \hat{h}_2 (\tau) \hat{h}_1 (1 - \tau) \hat{h}_2 (1 - \tau) \, d\tau
\]

\[+ \mathcal{N}_* ((u, \theta), \gamma) \int_0^1 [\hat{h}_1 (\tau) \hat{h}_2 (1 - \tau)]^2 \, d\tau,
\]

i.e.,

\[
\frac{1}{2h_1(\frac{1}{2})h_2(\frac{1}{2})^2} F \left( \frac{2u + \theta (\theta, u)}{2} \right) \times \mathcal{F} \left( \frac{2u + \theta (\theta, u)}{2} \right)
\]

\[\leq \frac{1}{\partial(\theta,u)} (FR) \int_0^{\partial(\theta,u)} F (x) \times \mathcal{F} (x) \, dx
\]

\[+ \mathcal{M}(u, \theta) \int_0^1 \hat{h}_1 (\tau) \hat{h}_2 (\tau) \hat{h}_1 (1 - \tau) \hat{h}_2 (1 - \tau) \, d\tau
\]

\[+ \mathcal{N}(u, \theta) \int_0^1 [\hat{h}_1 (\tau) \hat{h}_2 (1 - \tau)]^2 \, d\tau,
\]

hence, the required result.

**Remark 3.6.** If \( \hat{h}_2 (\tau) \equiv 1, \tau \in [0, 1] \) then, above theorems reduces for \( \hat{h}_1 \)-preinvex fuzzy-IVFs.

If \( \hat{h}_1 (\tau) = \tau \) and \( \hat{h}_2 (\tau) \equiv 1, \tau \in [0, 1] \) then, above theorems reduces for preinvex fuzzy-IVFs.
for each $\gamma \in [0, 1]$, that means

$$\frac{\gamma^2}{2} \leq \frac{2\gamma^2}{3} + 0 = \frac{2\gamma^2}{3},$$

$$\frac{(2-\gamma)^2}{2} \leq \frac{2(2-\gamma)^2}{3} + 0 = \frac{2(2-\gamma)^2}{3}.$$

Hence, Theorem 3.4 is verified.

For Theorem 3.5, we have

$$\int \frac{1}{2\beta_1 \left( \frac{1}{2} \right) \beta_2 \left( \frac{1}{2} \right)} P^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) \times J^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) d\tau = \frac{\gamma^2}{2},$$

$$\int \frac{1}{2\beta_1 \left( \frac{1}{2} \right) \beta_2 \left( \frac{1}{2} \right)} P^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) \times J^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) d\tau = \frac{(2-\gamma)^2}{2},$$

$$\int \frac{1}{2\beta_1 \left( \frac{1}{2} \right) \beta_2 \left( \frac{1}{2} \right)} P^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) \times J^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) d\tau = \frac{(2-\gamma)^2}{2},$$

$$\int \frac{1}{2\beta_1 \left( \frac{1}{2} \right) \beta_2 \left( \frac{1}{2} \right)} P^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) \times J^* \left( \frac{2u + \partial (\theta, u)}{2}, \gamma \right) d\tau = \frac{(2-\gamma)^2}{2},$$

for each $\gamma \in [0, 1]$, that means

$$\frac{\gamma^2}{2} \leq \frac{2\gamma^2}{3} + 0 = \frac{2\gamma^2}{3},$$

$$\frac{(2-\gamma)^2}{2} \leq \frac{2(2-\gamma)^2}{3} + 0 = \frac{2(2-\gamma)^2}{3}.$$

hence, Theorem 3.5 is demonstrated.

**Theorem 3.8.** (The second HH-Fejér inequality for $(\beta_1, \beta_2)$-preinvex fuzzy-IVFs) Let $F : [u, u + \partial (\theta, u)] \rightarrow F_C (\mathbb{R})$ be a $(\beta_1, \beta_2)$-preinvex fuzzy-IVF with $u < u + \partial (\theta, u)$ and nonnegative real-valued functions $\beta_1, \beta_2 : [0, 1] \rightarrow \mathbb{R}$, whose $\gamma$-levels define the family of IVFS $F_{\gamma} : [u, u + \partial (\theta, u)] \subset \mathbb{R} \rightarrow \mathbb{R}_+^*$ are given by $F_{\gamma} (x) = [F^*_\gamma (x, \gamma), J^*_\gamma (x, \gamma)]$ for all $x \in [u, u + \partial (\theta, u)]$ and for all $\gamma \in [0, 1]$. If $F \in FC\{(u, u + \partial (\theta, u))\}$ and $\Omega : [u, u + \partial (\theta, u)] \rightarrow \mathbb{R}, \Omega (x) \geq 0$, symmetric with respect to $u + \frac{1}{2} \partial (\theta, u)$ then,

$$\int \frac{1}{\partial (\theta, u)} (F) \int_0^1 F (x) \Omega (x) dx \leq \left[ \frac{F^*_\gamma (u, \gamma)}{\partial F (\theta)} \right] \int_0^1 \beta_1 (\tau) \beta_2 (1 - \tau) \Omega \left( u + \tau \partial (\theta, u) \right) d\tau.$$

**Proof.** Let $F$ be a $(\beta_1, \beta_2)$-preinvex fuzzy-IVF. Then, for each $\gamma \in [0, 1]$, we have

$$F^*_\gamma (u + (1 - \tau) \partial (\theta, u), \gamma) \Omega (u + (1 - \tau) \partial (\theta, u)) \leq \left( \beta_1 (\tau) \beta_2 (1 - \tau) F^*_\gamma (u, \gamma) \right) \Omega (u + (1 - \tau) \partial (\theta, u)),$$

$$F^*_\gamma (u + (1 - \tau) \partial (\theta, u), \gamma) \Omega (u + (1 - \tau) \partial (\theta, u)) \leq \left( \beta_1 (\tau) \beta_2 (1 - \tau) \Omega (u + (1 - \tau) \partial (\theta, u))$$

and

$$F^*_\gamma (u + (1 - \tau) \partial (\theta, u), \gamma) \Omega (u + (1 - \tau) \partial (\theta, u)) \leq \left( \beta_1 (\tau) \beta_2 (1 - \tau) \Omega (u + (1 - \tau) \partial (\theta, u)) \right) \Omega (u + \tau \partial (\theta, u)).$$

After adding (23) and (24), and integrating over $[0, 1]$, we get

$$\int_0^1 F^*_\gamma (u + (1 - \tau) \partial (\theta, u), \gamma) \Omega (u + (1 - \tau) \partial (\theta, u)) d\tau$$

$$+ \int_0^1 F^*_\gamma (u + \tau \partial (\theta, u), \gamma) \Omega (u + \tau \partial (\theta, u)) d\tau$$

$$\leq \left[ \int_0^1 \beta_1 (\tau) \beta_2 (1 - \tau) \Omega (u + (1 - \tau) \partial (\theta, u)) \right] \Omega (u + \tau \partial (\theta, u)).$$
\[
\begin{aligned}
\int_0^1 F^*(u + \tau (\theta, u), \gamma) \, d\tau \\
\cdot \Omega(u + \tau \partial(\theta, u)) \, d\tau \\
+ \int_0^1 F^*(u + (1 - \tau) \partial(\theta, u), \gamma) \, d\tau \\
\cdot \Omega(u + (1 - \tau) \partial(\theta, u)) \, d\tau \\
= 2 F^*(u, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ 2 F^*(\theta, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
= 2 F^*(u, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ 2 F^*(\theta, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
= 2 F^*(u, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ 2 F^*(\theta, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
\end{aligned}
\]

Since \( \Omega \) is symmetric then,

\[
\begin{aligned}
= 2 F^*(u, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ 2 F^*(\theta, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
= 2 F^*(u, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ 2 F^*(\theta, \gamma) \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
\end{aligned}
\]

From (25) and (26), we have

\[
\begin{aligned}
\frac{1}{\partial(\theta, u)} F^*(x, \gamma) \Omega(x) \, dx \\
\leq \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
+ \frac{1}{\partial(\theta, u)} F^*(x, \gamma) \Omega(x) \, dx \\
\leq \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
\end{aligned}
\]

hence

\[
\begin{aligned}
\frac{1}{\partial(\theta, u)} (FR) \int_u^{\partial(\theta, u)} F^*(x, \gamma) \Omega(x) \, dx \\
\leq \int_0^1 \frac{h_1(1) h_2(1 - \tau)}{\Omega(u + \tau \partial(\theta, u))} \, d\tau \\
\end{aligned}
\]

then, we complete the proof.

**Theorem 3.9.** (The first HH-Fejér inequality for \((h_1, h_2)\)-preinvex fuzzy-IVFs) Let \( F : [u, u + \partial(\theta, u)] \rightarrow \mathbb{R} \) be a \((h_1, h_2)\)-preinvex fuzzy-IVF with \( u < u + \partial(\theta, u) \) and nonnegative real-valued functions \( h_1, h_2 : [0, 1] \rightarrow \mathbb{R} \), whose \( \gamma \)-levels define the family of IVFs \( F^\gamma : [u, u + \partial(\theta, u)] \subseteq \mathbb{R} \rightarrow \mathcal{K}^+ \) are given by \( F^\gamma(x) = \left[ F^*(x, \gamma), F^*(x, \gamma) \right] \) for all \( x \in [u, u + \partial(\theta, u)] \) and for all \( \gamma \in [0, 1] \).

If \( F \in \mathcal{F}^\gamma([u, u + \partial(\theta, u)], \mathcal{K}^+) \) and \( \Omega : [u, u + \partial(\theta, u)] \rightarrow \mathbb{R}, \Omega(x) \geq 0 \), symmetric with respect to \( u + \frac{1}{2} \partial(\theta, u) \), and \( \int_u^{\partial(\theta, u)} \Omega(x) \, dx > 0 \), and Condition C holds for \( \delta \), then

\[
F \left( u + \frac{1}{2} \partial(\theta, u) \right) \\
\leq 2 h_1 \left( \frac{1}{2} \right) h_2 \left( \frac{1}{2} \right) \left( FR \right) \int_u^{\partial(\theta, u)} F^\gamma(x) \Omega(x) \, dx
\]

**Proof.** Using Condition C, we can write

\[
\begin{aligned}
u + \frac{1}{2} \partial(\theta, u) = u + \tau \partial(\theta, u) \\
+ \frac{1}{2} \partial(\theta, u)
\end{aligned}
\]
Since $F$ is a $(\mathcal{H}_1, \mathcal{H}_2)$-preinvex then, for $\gamma \in [0, 1]$, we have

$$F_+(u + \frac{1}{2} \partial(\theta, u), \gamma)$$

$$= F_+(u + \tau \partial(\theta, u) + \frac{1}{2} \partial(\theta, u), \gamma)$$

$$\leq \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \left( F_+(u + (1 - \tau) \partial(\theta, u), \gamma) \right) + \nu \mathcal{H}_2 \left( \frac{1}{2} \right) F_+(u + \tau \partial(\theta, u), \gamma) \right)$$

$$= \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \left( F_+(u + (1 - \tau) \partial(\theta, u), \gamma) \right) + \nu \mathcal{H}_2 \left( \frac{1}{2} \right) F_+(u + \tau \partial(\theta, u), \gamma) \right)$$

(28)

By multiplying (28) by $\Omega(u + (1 - \tau) \partial(\theta, u)) = \Omega(u + \tau \partial(\theta, u))$ and integrate it by $\tau$ over $[0, 1]$, we obtain

$$F_+(u + \frac{1}{2} \partial(\theta, u), \gamma) \int_0^1 \Omega(u + \tau \partial(\theta, u)) d\tau$$

$$\leq \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \left( \int_0^1 F_+(u + (1 - \tau) \partial(\theta, u), \gamma) \Omega(u + (1 - \tau) \partial(\theta, u)) d\tau \right) + \nu \int_0^1 F_+(u + \tau \partial(\theta, u), \gamma) \Omega(u + \tau \partial(\theta, u)) d\tau$$

(29)

Since

$$\int_0^1 F_+(u + (1 - \tau) \partial(\theta, u), \gamma) \Omega(u + (1 - \tau) \partial(\theta, u)) d\tau$$

$$= \int_0^1 F_+(u + \tau \partial(\theta, u), \gamma) \Omega(u + \tau \partial(\theta, u)) d\tau$$

$$= \frac{1}{\partial(\theta, u)} \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx,$$

$$\int_0^1 F_+(u + \tau \partial(\theta, u), \gamma) \Omega(u + \tau \partial(\theta, u)) d\tau$$

$$= \int_0^1 F_+(u + (1 - \tau) \partial(\theta, u), \gamma) \Omega(u + (1 - \tau) \partial(\theta, u)) d\tau$$

$$= \frac{1}{\partial(\theta, u)} \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

(30)

From (29) and (30), we have

$$F_+(u + \frac{1}{2} \partial(\theta, u), \gamma)$$

$$\leq \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \int_u^{u + \tau(\theta, u)} \frac{\Omega(x) dx}{\Omega(u + \tau(\theta, u))}$$

$$\int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

$$\leq \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

(31)

From which, we have

$$\left[ F_+(u + \frac{1}{2} \partial(\theta, u), \gamma), F_+(u + \frac{1}{2} \partial(\theta, u), \gamma) \right]$$

$$\leq \int_u^{u + \tau(\theta, u)} \left[ \int_u^{u + \tau(\theta, u)} \frac{\Omega(x) dx}{\Omega(u + \tau(\theta, u))} \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx \right]$$

$$\leq \int_u^{u + \tau(\theta, u)} (\mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

i.e.,

$$\int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

$$\leq \int_u^{u + \tau(\theta, u)} \mathcal{H}_1 \left( \frac{1}{2} \right) \mathcal{H}_2 \left( \frac{1}{2} \right) \int_u^{u + \tau(\theta, u)} F_+(x, \gamma) \Omega(x) dx$$

this completes the proof.

**Remark 3.10.** If $\mathcal{H}_2(\tau) \equiv 1$, $\tau \in [0, 1]$ then, inequalities in Theorems 3.8 and 3.9 reduce for $\mathcal{H}_1$-preinvex fuzzy-IVFs which are also new one. If $\mathcal{H}_1(\tau) = \tau$ and $\mathcal{H}_2(\tau) \equiv 1$, $\tau \in [0, 1]$ then, inequalities in Theorems 3.8 and 3.9 reduce for preinvex fuzzy-IVFs which are also new one.

If in the Theorems 3.8 and 3.9 $\mathcal{H}_2(\tau) \equiv 1$ and $\partial(\theta, u) = \partial - u$ then, we obtain the appropriate theorems for $\mathcal{H}_1$-convex fuzzy-IVFs which are also new one.

If in the Theorems 3.8 and 3.9 $\mathcal{H}_1(\tau) = \tau$, $\mathcal{H}_2(\tau) \equiv 1$ and $\partial(\theta, u) = \partial - u$ then, we obtain the appropriate theorems for convex fuzzy-IVFs which are also new one.

If $F_+(u, \gamma) = F^+(u, \gamma)$ with $\gamma = 1$ and $\mathcal{H}_2(\tau) \equiv 1$ then, Theorems 3.8 and 3.9 reduces to classical first and second HHF-Fejér inequality for $\mathcal{H}$-preinvex function, see [30].

If in the Theorems 3.8 and 3.9 $F_+(u, \gamma) = F^+(u, \gamma)$ with $\gamma = 1$, $\mathcal{H}_2(\tau) \equiv 1$ and $\partial(\theta, u) = \partial - u$ then, we obtain the appropriate theorems for $\mathcal{H}$-convex function, see [39].

If $\Omega(x) = 1$ then, combining Theorems 3.8 and 3.9, we get Theorem 3.1.
Example 3.11. We consider \( h_1 \) \((\tau) = \tau, h_2(\tau) = 1 \) for \( \tau \in [0, 1] \) and the fuzzy-IVF \( F : [1, 1 + \delta(5.1)] \rightarrow \mathcal{F}_C(\mathbb{R}) \) defined by,

\[
F(x)(\sigma) = \begin{cases} 
\frac{\sigma - e^\sigma}{e^\sigma}, & \sigma \in [e^\sigma, 2e^\sigma], \\
\frac{4e^\sigma - \sigma}{2e^\sigma}, & \sigma \in (2e^\sigma, 4e^\sigma], \\
0, & \text{otherwise},
\end{cases}
\]

Then, for each \( \gamma \in [0, 1] \), we have \( F_{\gamma}(x) = [(1 + \gamma)e^\sigma, 2(1 - \gamma)e^\sigma] \). Since end point functions \( F_{\gamma}^{-} (x, \gamma) \) and \( F_{\gamma}^{+} (x, \gamma) \) are \((h_1, h_2)\)-preinvex functions \( \vartheta(y, x) = y-x \) for each \( \gamma \in [0, 1] \) then, \( F_{\gamma}(x) \) is \((h_1, h_2)\)-preinvex fuzzy-IVF. If

\[
\Omega(x) = \begin{cases} 
x - 1, & \sigma \in \left[1, \frac{5}{2}\right], \\
4 - x, & \sigma \in \left(\frac{5}{2}, 4\right],
\end{cases}
\]

then, we have

\[
\frac{1}{\vartheta(4, 1)} \int_1^{1 + \delta(5.1)} F_{\gamma}(x, \gamma) \Omega(x) \, dx = \frac{1}{3} \int_1^4 F_{\gamma}(x, \gamma) \Omega(x) \, dx + \frac{1}{3} \int_5^4 F_{\gamma}(x, \gamma) \Omega(x) \, dx,
\]

\[
= \frac{1}{3} \int_1^5 F_{\gamma}(x, \gamma) \Omega(x) \, dx + \frac{1}{3} \int_5^4 F_{\gamma}(x, \gamma) \Omega(x) \, dx,
\]

\[
= \frac{1}{3} \int_1^5 F_{\gamma}^{-}(x, \gamma) \Omega(x) \, dx + \frac{1}{3} \int_5^4 F_{\gamma}^{+}(x, \gamma) \Omega(x) \, dx.
\]

\[
= \frac{1}{3} (1 + \gamma) \int_1^4 e^\sigma (x - 1) \, dx + \frac{1}{3} (1 + \gamma) \int_5^4 e^\sigma (4 - x) \, dx
\]

\[
\approx 11 (1 + \gamma),
\]

\[
= \frac{2}{3} (2 - \gamma) \int_1^4 e^\sigma (x - 1) \, dx + \frac{2}{3} (2 - \gamma) \int_5^4 e^\sigma (4 - x) \, dx
\]

\[
\approx 21 (2 - \gamma),
\]

and

\[
[F_{\gamma}(u, \gamma) + F_{\gamma}^{-}(\theta, \gamma)] \int_0^1 \frac{h_1(\tau) h_2(1 - \tau)}{\Omega(u + \tau \vartheta(\theta, u))} \, d\tau \]

\[
= (1 + \gamma) [e + e^\gamma] \left[ \int_0^1 \frac{1}{2} \tau^2 \, d\tau + \int_0^1 \frac{1}{2} \tau (3 - 3 \tau) \, d\tau \right]
\]

\[
\approx \frac{43}{2} (1 + \gamma),
\]

\[
= 2 (2 - \gamma) [e + e^\gamma] \left[ \int_0^1 \frac{1}{2} \tau^2 \, d\tau + \int_0^1 \frac{1}{2} \tau (3 - 3 \tau) \, d\tau \right]
\]

\[
\approx 43 (2 - \gamma),
\]

From (31) and (32), we have

\[
[11 (1 + \gamma), 21 (2 - \gamma)] \leq \left[ \frac{43}{2} (1 + \gamma), 43 (2 - \gamma) \right],
\]

for each \( \gamma \in [0, 1] \). Hence, Theorem 3.8 is verified.

For Theorem 3.9, we have

\[
F_{\gamma}^{-} \left( u + \frac{1}{2} \vartheta(\theta, u), \gamma \right) \approx \frac{64}{5} (1 + \gamma),
\]

\[
F_{\gamma}^{+} \left( u + \frac{1}{2} \vartheta(\theta, u), \gamma \right) \approx \frac{122}{5} (2 - \gamma),
\]

\[
\int_0^{u + \vartheta(\theta, u)} \Omega(x) \, dx = \int_1^5 (x - 1) \, dx + \int_1^{u + \vartheta(\theta, u)} (4 - x) \, dx = \frac{9}{4},
\]

\[
\int_0^{u + \vartheta(\theta, u)} \Omega(x) \, dx
\]

\[
= \frac{2h_1\left(\frac{1}{2}\right) h_2\left(\frac{1}{2}\right)}{\int_0^{u + \vartheta(\theta, u)} \Omega(x) \, dx}
\]

\[
\approx \frac{73}{5} (1 + \gamma)
\]

\[
= \frac{2h_1\left(\frac{1}{2}\right) h_2\left(\frac{1}{2}\right)}{\int_0^{u + \vartheta(\theta, u)} \Omega(x) \, dx}
\]

\[
\approx \frac{293}{10} (2 - \gamma),
\]

From (33) and (34), we have

\[
\left[ \frac{64}{5} (1 + \gamma), \frac{122}{5} (2 - \gamma) \right] \leq \left[ \frac{73}{5} (1 + \gamma), \frac{293}{10} (2 - \gamma) \right].
\]

Hence, Theorem 3.9 is verified.

4. Conclusion and Future Study

In this article, we introduced new class of nonconvex functions known as \((h_1, h_2)\)-preinvex fuzzy-IVFs. With the help of this class, we derived some new HHH-inequalities by means of fuzzy order relation. To strengthen our result, we provided some examples to illustrate the validation of our results. Moreover, several new and previously known results also obtained. In future, we will try to explore these concepts for fuzzy fractional integral operators.
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