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ABSTRACT 

The acidity level is one of the parameters that determine fruit maturity. Mature avomango has a low acidity 

level, indicated by its titratable acidity value. Non-destructive analysis using a near infrared (NIR) spectroscopy 

tool produces wavelength data that is used as a predictor variable with a titratable acidity value as a response 

variable. This study aims to predict the acidity level (titratable acidity) of avomangoes using nonparametric 

regression based on local linear estimators and compare them with the prediction using the parametric 

regression approach. This study uses 100 mango data as samples, which are divided into 80 into sample data 

for the training process and 20 out sample data for the prediction process. The results showed that the second 

degree local polynomial estimator gives the best results. From the 5 iterations, the 4th iteration data gives the 

mean square error value of prediction using local polynomial estimator and global polynomial regression 

method is 0.0651and 0.0733, respectively. The mean absolute percentage error of prediction using local 

polynomial estimators and global polynomial regression is 39.6411 and 43.3676, respectively. It means that the 

nonparametric regression based on local polynomial estimator provides better predictive results compared to 

the parametric regression approach. 
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1. INTRODUCTION 

Mango is known as the king of the fruit in East Asia [1]. 

One type of mango that most popular now is the avomango 

(Gadung Klonal 21) developed from the Pasuruan Regency. 

The avomango is in demand because it has thick fruit flesh, 

low fiber, sweet taste, and can be eaten like an avocado [2]. 

To reach broader marketing, avomango producers must 

pick avomango with optimal maturity so that the avomango 

received by consumers has good eating quality. 

Avomango farmers generally determine the level of 

avomango maturity sensorily based on the texture (rough or 

smooth and hard or soft) of the surface of the tip of the 

avomango fruit. Sensory determination of avomango 

maturity has the disadvantage that avomango, which is 

predicted to be ripe only from a sensorial texture, does not 

necessarily have a good eating quality because many 

parameters affect the level of avomango maturity and eating 

quality. These parameters include pH, total acid, sugar 

content, total soluble solids (TSS), and firmness. This 

parameter is generally not tested by farmers because it is 

destructive, has a higher cost, and requires a relatively long 

test time. Sensory, ripe avomango taste sweet and have a 

low acidity level. The most straightforward laboratory test 

is the titratable acidity test to find out whether or not 

avomango taste sour as a basis for determining the level of 

maturity of avomango. 

Recently, there have been many studies conducted to obtain 

methods of predicting the maturity level of mangoes non-

destructively. One of them is a laboratory test using the 

Near-Infra Red (NIR) spectroscopy method. Then, the 

results of this study were validated using destructive ways, 

such as pH, total acid test, sweetness level, titratable acidity, 

etc. Research on predicting the quality of mangoes using the 

NIR spectroscopy approach has been widely carried out. 

Jha et al. [3] with firmness and color parameters, Jha et al. 

[4] reviewed yellowness, Jha et al. [5] concerned the level 

of sweetness of mangoes, all the studies that have been 

carried out show the results that the NIR spectroscopy 

approach is good enough to predict the quality attributes of 

the mangoes. 

Prediction models can be developed with parametric and 

nonparametric regression approaches. Most of the previous 

studies used the parametric regression approach, including 

the Simple Linear Regression (SLR) method [6, 7], 

Multiple Linear Regression (MLR) [3-5], Partial Least 

Square Regression (PLSR) [3-5, 8], and Principal 

Component Regression (PCR) [3, 4]. Several studies 

predict the non-linear (nonparametric) regression approach, 

including the use of Artificial Neural Network (ANN) by 

Schulze et al. [7] and the Kernel Partial Least Square 

Regression method [9]. Under these conditions, there have 
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not been many studies on the use of nonparametric 

regression to predict fruit quality attributes based on the 

results of the NIR spectroscopy test. 

The nonparametric regression approach does not assume a 

specific form (linear, quadratic, etc.) only assumed to be 

smooth so that it has high flexibility in determining the 

shape of its regression function [10]. Despite having high 

flexibility, this method must still be compared with the 

parametric approach to ensure that the nonparametric 

approach is suitable for Modelling related data. There are 

several estimators to estimate nonparametric regression 

curves, namely kernel estimator, local linear, local 

polynomial, spline, and Fourier series. Many previous 

studies on the use of various estimators in nonparametric 

regression Modelling, including the use of kernel estimators 

by Chamidah and Saifudin [11] and Lestari et al. [12]. 

Spline estimator is also widely studied by Budiantara et al. 

[13], Anwar and Chamidah [14], Islamiyati et al. [15], 

Adiwati et al. [16], Massaid et al. [17], Oktavitri et al. [18], 

Murbarani et al. [19], and Chamidah et al. [20]. One 

estimator that has a unique shape in nonparametric 

regression Modelling is the local polynomial estimator. If 

the degree of polynomial zero is equal to the kernel 

estimator, and if the degree of the polynomial is equivalent 

to the local linear estimator. 

The use of nonparametric regression with local polynomial 

estimators has been applied in various fields by Chamidah 

and Rifada [21] about estimating child growth curves over 

two years with local bi-response local linear estimators, 

Chamidah et al. [22] about Modelling children's weight in 

East Java, and Puspitawati et al. [23] concerning solving 

classification cases with a local linear estimator. Previous 

research on determining the quality and maturity of fruit 

using a nonparametric approach so far has only been 

conducted by Nicolai et al. [9] by using kernel partial least 

square regression. However, there is no research to predict 

the quality and fruit maturity using nonparametric 

regression, mainly based on the local polynomial estimator. 

This study aims to predict the avomango acidity level using 

the nonparametric regression approach based on local 

polynomial estimator and compare the prediction 

performance with the parametric regression approach. The 

results of this study are expected to be useful for developing 

sensors that can predict the mango's maturity non-

destructively. 

 

2. METHODS 

2.1. Research Materials 

The data used in this study were experimental data from 100 

intact avomango samples tested using Near-Infra Red (NIR) 

spectroscopy with wavelengths between 900 - 1650 nm. 

There were 112 spectra data recorded and can be used as 

predictor variables. Because the spectra data have high 

dimensions and their number exceeds the number of 

observations, it is necessary to carry out a dimensional 

reduction process to facilitate data analysis. One method to 

reduce dimensions is the Principal Component Analysis 

(PCA) method. This method can produce a principal 

component that can represent the entire data. Only principal 

components that have eigenvalues more than one will be 

used. Then the observational data will be combined linearly 

with the principal component to get a new predictor 

variable, which will be processed at a later stage. 

This study used a predictor variable (x) absorbance spectra 

value from NIR spectroscopy and a response variable (y) in 

the form of Total Titratable Acid (TTA) value, which 

describes the acidity level of avomango. The number of 

avomango samples was 100, divided into two parts, 80 as 

in-sample data and 20 as out-sample data. Avomango 

acidity level Modelling used two approaches, including 

nonparametric regression and parametric regression. The 

nonparametric regression approach used a local polynomial 

estimator, while the parametric regression approach used 

global polynomial regression. The two methods are 

compared in predicting performance using two goodness of 

fit criteria, namely the Mean Square Error (MSE) and Mean 

Absolute Percentage Error (MAPE) values. 

 

2.2. Regression Modelling 

2.2.1. Local Polynomial (Nonparametric 

Regression) 

Nonparametric regression is a statistical method used to 

determine the functional relationship between variables x 

and y whose function is unknown. The nonparametric 

regression model of paired observation data (xi, yi) follows 

the following equation: 

𝑦𝑖 = 𝑓(𝑥𝑖) + 𝜀𝑖, 𝑖 = 1,2,3, … , 𝑛                    (1) 

 
where f is an unknown regression function, 𝜀𝑖 a random 

error assumed mean zero and variance σ2. The regression 

function f in equation (1) estimated  by using a local 

polynomial estimator, so it can be approximated by Taylor 

expansion as follows: 

𝑓(𝑥𝑖) ≈ ∑
𝑓(𝑘)(𝑥0)

𝑘!

𝑝
𝑘=0 (𝑥 − 𝑥0)

𝑘 = ∑ 𝛽𝑘
∗(𝑥0)

𝑝
𝑘=0 (𝑥 − 𝑥0)

∗ (2) 

 

where 𝑓(𝑘)(𝑥0) is the – k derivative of 𝑓(𝑥0) against 𝑥0, 𝑥 ∈  (𝑥0 − ℎ, 𝑥0 + ℎ). If the equation (2) written in form matrix, we 

obtain: 
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𝑓(𝑥𝑖) = 𝐱𝑥0
∗𝛃∗(𝑥0)        (3) 

 
where, 

𝐱𝑥0
∗ = [1 (𝑥 − 𝑥0) ⋯ (𝑥 − 𝑥0)

𝑝] ,𝑥 ∈  (𝑥0 − ℎ, 𝑥0 + ℎ) and 𝛃∗(𝑥0) = [𝛽0
∗(𝑥0) 𝛽1

∗(𝑥0) ⋯ 𝛽𝑝
∗(𝑥0)]

𝑇
. 

 
Based on equation (3), we can write an equation (1) to be: 

 

 𝒚𝑖 = 𝐱𝑥0
∗𝛃∗(𝑥0) + 𝜺𝑖        (4) 

 

To estimate 𝛃∗(𝑥0) based on the local polynomial estimator, from n  sample paired data {𝑥𝑡 , 𝑦𝑡}𝑡=1
𝑛  , the equation (6) is defined 

as follows: 

 

𝑦1 = 𝛽0
∗(𝑥0) + 𝛽1

∗(𝑥0)(𝑥1 − 𝑥0) + 𝛽2
∗(𝑥0)(𝑥1 − 𝑥0)

2 +⋯+ 𝛽𝑝
∗(𝑥0)(𝑥1 − 𝑥0)

𝑝 + 𝜀1

𝑦2 = 𝛽0
∗(𝑥0) + 𝛽1

∗(𝑥0)(𝑥1 − 𝑥0) + 𝛽2
∗(𝑥0)(𝑥2 − 𝑥0)

2 +⋯+ 𝛽𝑝
∗(𝑥0)(𝑥2 − 𝑥0)

𝑝 + 𝜀2
⋮

𝑦𝑛 = 𝛽0
∗(𝑥0) + 𝛽1

∗(𝑥0)(𝑥𝑛 − 𝑥0) + 𝛽2
∗(𝑥0)(𝑥𝑛 − 𝑥0)

2 +⋯+ 𝛽𝑝
∗(𝑥0)(𝑥𝑛 − 𝑥0)

𝑝 + 𝜀𝑛}
 
 

 
 

  (5) 

 
Expression (5) in matrix form 

 

 𝐲∗ = 𝐗𝑥0
∗ 𝛃∗(𝑥0) + 𝛆

∗        (6) 

 

where 

 

𝐗𝑥0
∗ = [

1 (𝑥1 − 𝑥0) ⋯ (𝑥1 − 𝑥0)
𝑝

⋮        ⋮          ⋱ ⋮
1 (𝑥𝑛 − 𝑥0) ⋯ (𝑥1 − 𝑥0)

𝑝
],  𝐲∗ = [

𝑦1
⋮
𝑦𝑛
] , 𝛆∗ = [

𝜀1
⋮
𝜀𝑛
]   (7) 

 
Obtaining 𝛃∗(𝑥0) an estimator is done by minimizing the Weighted Least Square (WLS) criteria as follows: 

 

𝑄(𝑥0) = (𝐲
∗ − 𝐗𝑥0

∗ 𝛃∗(𝑥0))
𝑇

𝐊𝐡∗(𝑥0) (𝐲
∗ − 𝐗𝑥0

∗ 𝛃∗(𝑥0))    (8) 

 

where 

 

𝐊𝐡∗(𝑥0) = [

𝐾ℎ∗(𝑥1 − 𝑥0)           0            ⋯ 0
0
⋮

𝐾ℎ∗(𝑥2 − 𝑥0)
⋮

⋯
⋱

0
⋮

0             0            ⋯ 𝐾ℎ∗(𝑥𝑛 − 𝑥0)

]   (9) 

 
𝐊𝐡∗(𝑥0)  is matrix contain a weighted function that 𝐾ℎ∗(. ) is Kernel function with bandwidth ℎ∗ is defined as follows: 

 

𝐾ℎ∗(𝑥) =
1

ℎ
𝐾 (

𝑥

ℎ
) ; −∞ < 𝑥 < ∞ and  ℎ∗ > 0 

 
This study used the Gaussian Kernel as follows: 

 

𝑲(𝒙) =
𝟏

√𝟐𝝅
𝒆𝒙𝒑 (−

𝒙𝟐

𝟐
) (10) 

Bandwidth (h) is a smoothing parameter that controls the smoothness of the curve. The selection of optimum bandwidth is based 

on the bandwidth that has the minimum Cross-Validation (CV) value [31]. 

    
2

,i

1

1
arg min

n
h

opt n i i

i

h f x y
n 

           (11) 

 

2.2.2. Polynomial Regression (Parametric 

Regression) 
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Parametric regression is a regression approach to determine 

the pattern of relationship between the response variable 

and predictor variable where the shape of the curve is 

known. The equation of the global model using polynomial 

regression as follows [25]. 

 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥1𝑖
2 + 𝜀𝑖    , 𝑖 = 1,2, … , 𝑛         (12) 

 
In the matrix, we obtain the regression model: 

 

𝐲 = 𝐗𝛃 + 𝛆                    ,𝜀~𝑁(𝟎, 𝛔𝟐𝐈) 
 

To estimate a regression coefficient 𝛃, we use OLS 

(Ordinary Least Square) that is minimize a sum of square 

error. We have estimator  

 

𝛃⏞ = (𝐗𝐓𝐗)−𝟏𝐗𝐓𝐲                                                       (13) 

 

 

2.2.3. The Goodness of Fit 

The goodness of fit used in this research was the MSE [28] 

and MAPE [26] values that can be calculated by the 

following formula: 

2

1

SSE 1
ˆMSE = ( )

n

n

i i

i

y y
n 

   

(14)

  

1

ˆ1
MAPE 100%

n
i i

i i

y y
x

n y


 

 
 

                                   (15) 

2.2.4. Research Work Steps 

The stages of this research are as follows: 

1. Input data pairs (112 predictor variables z and one 

response variable y) 

2. Reduce dimensions using the PCA method to obtain 

new predictor variables (x) 

3. Make a scatter plot of predictor vs. response variable 

4. Determine optimal bandwidth values (h) at first and 

second polynomial degrees using Eq. (11) 

5. Fit model in in-sample data using optimal bandwidth 

values (h) at each degree of local polynomial 

6. Calculate the MSE and MAPE values of in-sample data 

using Eq. (14) and (15) 

7. Predict the TTA value on the out-sample data based on 

the optimal bandwidth (h) value 

8. Calculate the values of MSE and MAPE of out-sample 

data using Eq. (14) and (15) 

9. Average the values of MSE and MAPE of overall data 

10. Do point 5-9 using a polynomial regression approach  

11. Compare the MSE and MAPE values between 

nonparametric approaches based on local polynomial 

estimators with parametric regression (polynomial 

regression). 

Data analysis performed using Open Source Software - R 

(OSS-R). 
 

3. RESULTS AND DISCUSSION 

3.1. Description of Avomango Acidity Level  

Fruit acidity is closely related to fruit maturity [29]. The 

lower the acidity, the more ripe the fruit is. Sensory tests 

conducted by farmers from mango texture on 100 samples 

showed that from 100 samples, there were unripe, ripe, and 

overripe avomango of 35%, 55%, and 10%, respectively. 

The sensory test was then validated by NIR spectroscopy 

and the TTA value test. The following are the actual value 

of TTA as a response variable in this research. 

Table 1. Descriptive Statistics of the actual TTA value 

 Value 

The number of observations 100 

Mean 1.067 % 

Maximum 2.335 % 

Minimum 0.338 % 

Standard deviation 0.414 % 

 
Table 1 reveals that the maximum value of the actual TTA 

was 2.335%, and the minimum one was 0.338%. So, the 

range of the actual TTA value was 1.997%. The range of 

actual TTA values is wide enough according to the maturity 

level of the mangoes used. The results of this study are 

following Jha et al. [29], which stated the range of the TTA 

values of mango was between 0.065-7.26% (overripe until 

unripe mango). The higher the TTA value of mango, the 

more acidic the mango is.  

3.2. Summary of Dimension Reduction using 

PCA 

In the initial stage, the dimension reduction of the initial 

data pairs of the 112 variables z and 100 observations were 

carried out using the PCA method. This data pair is formed 

into a matrix with the size M100x112. In the dimensional 

reduction process, only one principal component that has an 

eigenvalue >1 is obtained to construct the N112x1 matrix. 

98.83% of the variation in the overall data can be explained 

by one principal component. Thus, it performed a linear 

combination between the initial data and the principal 

components to obtain new data with a matrix size D112x1. 

That is, there is only one predictor variable (x) that will be 

used in regression modelling to predict one response 

variable (y).  
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Table 2. Descriptive Statistics of the Absorbance Spectra Value (reduced by PCA method) 

 The x value 

The number of observations 100 

Mean -12.909 

Maximum -9.729 

Minimum -16.355 

Standard deviation 1.666 

Table 2 shows that the range of absorbance spectra data 

values is 6.626. The wide range illustrates that the 

avomango used as samples vary in their maturity. In the test 

using NIR spectroscopy, the spectrum of white light 

absorbed by the fruit can represent the fruit's content, such 

as TTA, total soluble solids, firmness, pH value [30]. 

3.3. Regression Modelling 

3.3.1. Local polynomial (nonparametric 

approach) 

This study uses a local polynomial estimator to model the 

avomango acidity level (response variable) based on the 

obtained absorbance spectra value (predictor variable). The 

data used for the fitting model are 80 samples of in-sample 

data. The first step is to find the optimal bandwidth value 

(h) at first and second order of local polynomial based on 

the minimum value of Cross-Validation (CV). The 

following are tables and figures that show the results of 

calculating the optimal bandwidth for the first order and the 

second-order local polynomial (See Table 3, Table 4, and 

Fig.1). 

The bandwidth parameter (h) has an essential role in 

determining the optimal model [24]. If h is large, the 

estimated function obtained will be smoother. Conversely, 

if h is small, then the estimated function obtained will be 

rougher. Therefore it is necessary to determine the optimum 

h so that the estimation of the model is also optimum. Table 

3 shows the optimum bandwidth value for the first order 

local polynomial (h1) is 1.1, with the minimum CV value of 

0.174281. Table 4 shows the optimum bandwidth value for 

the second-order local polynomial (h2) is 6.3, with the 

minimum CV value of 0.171504. Fig. 1 a dan b) clearly 

show the optimum bandwidth of the first and second-order 

local polynomial. Thus, fitting the model can be obtained 

based on the optimum bandwidth and the order of the local 

polynomial. So, the regression coefficient values (βi) can be 

estimated. 

Table 3. The bandwidth and minimum CV values at the first order of the local polynomial 

No. Bandwidth CV MSE MAPE 

1 0.7 0.176041 0.152184 40.15841 

2 0.8 0.175179 0.15342 40.55809 

3 0.9 0.174651 0.154547 40.96832 

4 1 0.174364 0.155595 41.34927 

5 1.1 0.174281 0.156606 41.69411 

6 1.2 0.174392 0.157627 42.00871 

7 1.3 0.174696 0.158695 42.30408 

8 1.4 0.175181 0.159826 42.55927 

Table 4. The bandwidth and minimum CV values at the first order of the local polynomial 

No. Bandwidth CV MSE MAPE 

1 5.8 0.171564 0.153452 39.78648 

2 5.9 0.171541 0.153524 39.81503 

3 6 0.171525 0.153596 39.84304 

4 6.1 0.171513 0.15367 39.87051 

5 6.2 0.171506 0.153745 39.89742 

6 6.3 0.171504 0.153821 39.92376 

7 6.4 0.171506 0.153898 39.94954 

8 6.5 0.171512 0.153976 39.97475 
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9 6.6 0.171522 0.154054 39.99938 

10 6.7 0.171536 0.154133 40.02344 

  

a). Bandwidth optimum at1st order local polynomial b). Bandwidth optimum at 2nd order local polynomial 

Figure 1. The Determination of bandwidth optimum based on the minimum CV value 

The process of modelling nonparametric regression based 

on local polynomial estimator is carried out using OSS-R 

software. The following is a summary of the prediction 

performance using nonparametric regression based on local 

polynomial in the first and second order. 

Table 5. Optimum bandwidth (h), MSE and MAPE values in in-sample data 

Degree h 
In sample Data Out sample Data Overall Data 

MSE MAPE MSE MAPE MSE MAPE 

1 1.100 0.157 41.694 0.130 20.490 0.151 37.454 

2 6.300 0.154 39.924 0.145 22.060 0.152 36.351 

Table 5 reveals that local quadratic (2nd order local 

polynomial) gives a better MSE and MAPE value than local 

linear (1st order local polynomial). The lower MSE and 

MAPE values indicate the goodness of a better fit. It means 

that a prediction model of avomango acidity using a local 

quadratic estimator is better than a local linear estimator. 

Figure 2 shows the model estimation of the TTA values of 

Avomango (y) based on absorbance spectra values (x) using 

a local polynomial estimator. 

 

 

Figure 2. The Model Estimation of TTA values of Avomango (y) based on absorbance spectra values (x) using a local 

polynomial estimator 

 
After modelling using in-sample data, the prediction of 

avomango acidity is then performed using the model that 

has been obtained. The prediction process used 20 out-

sample data. The prediction performance was measured 

using the MSE and MAPE values (See Table 5). In local 

polynomial regression, each observation has a regression 

equation: 

�̂� = 𝛽0 + 𝛽1(𝑥 − 𝑥0) +
𝛽2(𝑥 − 𝑥0)

2 where 𝑥 ∈
(𝑥0 − ℎ, 𝑥0 + ℎ )  
 

0.000

0.500

1.000

1.500

2.000

2.500

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76
The actual TTA The predicted TTA (2nd order)

The predicted TSS (1st order)
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(16)

  

 
The following is an example of a regression equation model 

for the 10th data, with optimum bandwidth = 6.3 and x0 = -

11.8601 produces the following estimation equation: 

𝐲�̂� = 0.8925 + 0.1312(𝑥 − (−11.8601)) +
0.079(𝑥 − (−11.8601))2   𝑥 ∈
 (−18.1601; −5.5601)
 

(17) 

If the value of x (absorbance spectra value) = -11.8601, 

then Eq. (17) became: 

𝐲�̂� = 0.8925 + 0.1312(−11.8601 − (−11.8601))
+ 0.079(𝑥 − 18.601 − (−11.8601))2 

𝐲�̂� = 0.8925  

So, with x = -11.8601, the predicted value of TTA was 

0.8925 %. The actual TTA value in the 10th data is 0.845%, 

so that there is an error percentage of 5.65%. 

 

Overall, the values of MSE and MAPE using local 

quadratic regression are 0.151 and 36.351%, respectively. 

The smaller the MSE value, the better the predictive 

performance of the model. The MAPE value in this model 

is 36.351%, which indicates that the prediction 

performance is included in the category of reasonable 

prediction. Moreno et al. [27] stated that the MAPE value 

between 20-50 % was included. This too high MAPE value 

may be because the relationship between the variables x and 

y is not too high. The actual TTA pattern is too diffuse or 

spreads out (See Fig. 2), so the error tends to be high. For 

further research, the research could add the number of 

samples to make a more visible relationship between x and 

y. 

Based on the MSE and MAPE values in Table 5, it is 

known that the prediction of avomango acidity using local 

quadratic regression (local polynomial of 2 degrees) gives 

a lower MSE and MAPE value than the local linear 

regression. Therefore, the next step is a process of 

comparing the goodness of fit of local quadratic regression 

with parametric regression, global quadratic regression. 

Although nonparametric regression is said to be more 

flexible in modelling, it is not necessarily the best. So, it 

still needs to be compared with parametric regression so 

that it is known whether the local polynomial regression 

approach is suitable for modelling the prediction of acidity 

level of avomango.  

modelling the acidity level (TTA value) using global 

quadratic regression was also carried out in this study. The 

graph of the global quadratic regression model between the 

value of TTA (y) with the spectrum value (x) can be seen in 

Fig. 3. While the MSE and MAPE values of the model 

using the global quadratic regression approach can be seen 

in Table 6. 

 

 
 

Figure. 3. Global quadratic regression model of TSS value based on absorbance spectra values 

 

 

Table 6. The prediction performance using parametric 

regression (global quadratic regression) 

Data The Goodness of Fit 

MSE MAPE 

In-

sample 

0.168 42.372 

Out-

sample 

0.154 21.855 

Overall 0.165 38.269 

 
Modelling using global quadratic regression produces a 

regression equation as follows: 

�̂� = 7.6047 + 1.0315𝑥 + 0.0397𝑥2 

 

(18) 

If x value (absorbance spectra value) in the 10th data was 

-11.8601, then equation (18) became: 

y = 0.0397x2 + 1.0315x + 7.6047
R² = 0.0633
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�̂� = 7.6047 + 1.0315(−11.8601)
+ 0.0397(−11.8601)2 

�̂� = 7.6047 − 12.2337 + 5.5843 

�̂� = 0.9553 

So with x = was -11.8601, the estimated value of TTA was 

0.9553 %. The actual TTA value in the 10th data is 0.845% 

so that there is an error percentage of 13.078%. This error 

percentage value is higher than the error percentage using 

local quadratic regression.  

Based on the MSE and MAPE values in Table 5 and Table 

6, it is known that the prediction of avomango acidity using 

a nonparametric regression approach based on a local 

quadratic estimator gives a lower MSE and MAPE value 

than the global quadratic approach. The results of this study 

are in line with Fan and Gijbels [28]. While global 

polynomial regression has been widely used, it suffers from 

drawbacks. One is that individual observations can have a 

considerable influence on remote parts of the curve so that 

the nonparametric regression approach with local 

polynomial estimator was better in modelling data that does 

not have a specific pattern compared to the parametric 

regression approach. 

4. CONCLUSION 

Based on the analysis, it can be concluded that the 

nonparametric regression approach using a local quadratic 

estimator can predict the avomango acidity better than the 

global polynomial regression approach because it has a 

lower MSE value of 0.152 and the MAPE value of 36.351. 

It means that the nonparametric regression based on local 

polynomial estimator provides better predictive results 

compared to the parametric regression approach 
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