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ABSTRACT

Data-driven control has been proposed for directly calculating control parameters using experimental data. Specifically, the Virtual Reference Feedback Tuning (VRFT) has been proposed for linear time-invariant systems. In the field of machine learning, the ensemble learning was proposed to improve the accuracy of prediction by using multiple learners. In this study, a design scheme of data-driven controllers using the ensemble learning and VRFT is newly proposed for linear time-varying systems. The ensemble learning can divide the linear time-varying system into some sections that can be regarded locally as linear time-invariant systems.

1. INTRODUCTION

Data-driven control schemes have been proposed for directly designing a controller using a set of experimental data. Virtual Reference Feedback Tuning (VRFT) [1] and Fictitious Reference Iterative Tuning (FRIT) [2] have been proposed as data-driven control schemes. According to these schemes, control parameters can be directly calculated using a set of experimental data. However, VRFT and FRIT work well for only linear time-invariant systems, and it is difficult to obtain good control performance for linear time-varying systems.

Meanwhile, the effectiveness of the deep and machine learning have been demonstrated in the field of image recognition. The ensemble learning such as random forest [3] and adaptive boosting [4] is a machine learning scheme, and it has been proposed to improve the accuracy of prediction by using multiple learners.

This paper proposes a design scheme of data-driven controllers using ensemble learning and VRFT for linear time-varying systems. Specifically, a linear time-invariant system is first divided into some linear systems by applying ensemble learning based on decision tree learning. Second, VRFT is applied to each divided linear system for obtaining multiple linear controllers.

2. DESIGN OF DATA-DRIVEN CONTROLLER USING ENSEMBLE LEARNING

Figure 1 shows the schematic figure of the proposed data-driven control system where multiple controllers (controller-1, controller-2, ..., controller-n) are designed using ensemble learning using the initial closed-loop data. First, the closed-loop data is divided into some linear time-invariant systems based on time t (t1, t2, ..., tn). Next, control parameters are calculated using VRFT for each divided data (Divided data-1, Divided data-2, ..., Divided data-n).

2.1. Virtual Reference Feedback Tuning

Figure 2 shows the block diagram of VRFT. P(z^{-1}) is a system plant and C(z^{-1}, \theta) shows the controller. \theta is a control parameters. The optimization problem is adjusting \theta so that closed-loop transfer function W(z^{-1}) closed to the following desired reference model G_m(z^{-1}) [5].

\[
G_m(z^{-1}) = \frac{z^{-q}T(1)}{T(z^{-1})}
\]

(1)

\[
T(z^{-1}) = 1 + t_1 z^{-1} + t_2 z^{-2},
\]

(2)

where

\[
\begin{align*}
t_1 &= -2 \exp \left( -\frac{\rho}{2\mu} \right) \cos \left( \sqrt{\frac{4\mu - 1}{2\mu}} \rho \right) \\
t_2 &= \exp \left( -\frac{\rho}{\mu} \right) \\
\frac{\rho}{\sigma} &= \frac{T}{\mu} \\
\mu &= 0.25(1 - \delta) + 0.51 \delta
\end{align*}
\]

(3)

T is the sampling time, \sigma and \delta are the user-specified parameters related to the rise characteristic and attenuation characteristic of control system.
In order to match \( W(z^{-1}) \) to \( G_m(z^{-1}) \), one-shot experimental input \( u_0(t) \) and output \( y_0(t) \) is obtained. Next, a pseudo reference input \( \hat{r}(t) \) is calculated as follows:

\[
\hat{r}(t) = \frac{1}{G_m(z^{-1})} y_0(t). \tag{4}
\]

The output \( \hat{u}(t) \) is denoted as Equation (5).

\[
\hat{u}(t) = \frac{C(z^{-1}, \theta) \hat{c}(t)}{\Delta}
\]

\[
\hat{c}(t) = \hat{r}(t) - y_0(t) \tag{6}
\]

The following equation denotes the objective function \( J \).

\[
J = \frac{1}{2} \sum_{t=1}^{N} \| \varepsilon(t, \theta) \|^2 \tag{7}
\]

\[
\varepsilon(t, \theta) = u_0(t) - \hat{u}(t) \tag{8}
\]

In this paper, \( I - P \) controller is used and the control parameter \( \theta \) which minimizes the evaluation function \( J \) from Figure 2, \( \hat{u}(t) \) becomes given by

\[
\hat{u}(t) = -K_P y_0(t) + K_I \frac{\hat{c}(t)}{\Delta} \tag{9}
\]

By putting \( \hat{c}(t) / \Delta = x(t) \), Equation (9) is rewritten as follows:

\[
\hat{u}(t) = -K_P y_0(t) + K_I x(t) = \theta \varphi(t) \tag{10}
\]

Here, the following equations denote \( \theta \) and \( \varphi(t) \).

\[
\theta = [K_P, K_I]^T \tag{11}
\]

\[
\varphi(t) = [-y_0(t) x(t)] \tag{12}
\]

The control parameter \( \theta^* \) which minimizes the objective function \( J \) is obtained as Equation (13).

\[
\theta^* = (\Phi^T \Phi)^{-1} \Phi^T U \tag{13}
\]

\[
\Phi = [\varphi(I) \varphi(2) \ldots \varphi(N)]^T \tag{14}
\]

\[
U = [u_0(1) u_0(2) \ldots u_0(N)]^T \tag{15}
\]

### 2.2. Design of Learner to Divide Closed-loop Data

In this paper, a learner is designed to divide closed-loop data into \( n \) systems in Figure 3 is designed. Decision tree learning is a scheme of assigning a data set allocated to a parent node to a child node according to a split function \( h^* \) and creating a decision tree such as Figure 4. The split function \( h^* \) is obtained as follows:

\[
h^* = \arg \max J \tag{16}
\]

\( I \) is an evaluation function showing the degree of variation of the class in the child node which divided the parent node. Based on the division scheme of the decision tree, the optimum time to split closed-loop data \( t^* (t_1^*, t_2^*, \ldots, t_{n-1}^*) \) is obtained using the evaluation function \( I \) as follows:

\[
t^* = \arg \max I(t) \tag{17}
\]
Here, the evaluation function $I$ is defined as follows:

$$ I(t) = -\sum_{k=1}^{n} J_k^* $$  

$J_k^*$ is the minimum value in Equation (7) of the $k$th system obtained by dividing the closed-loop data at time $t$.

### 2.2.1. Ensemble learning

Ensemble learning is a scheme of integrating multiple learners to generate one learner. If the accuracy of each learner is higher than 50%, it is known that higher accuracy is achieved than one learner since the learner that estimates erroneously becomes a minority.

In this paper, ‘fminsearch.m’ in MATLAB & Simulink Ver. 9.4.0813654 (R2018a), Optimization Toolbox is used to find $t^*$.

### 2.3. Controller Selection Method based on the Controller’s Plane

Equation (10) is as follows when the closed-loop transfer function at the top of Figure 2 and the transfer function $G_m(z^{-1})$ are equal.

$$ u_0(t) = -K_P y_0(t) + K_I \frac{e(t)}{\Delta} $$  

From Equations (20) and (21) can be regarded as an equation of a plane passing the origin with $y$, $e/\Delta$, and $u$ as axes. From Equation (20), a linear time-invariant system can be represented by a plane and the coefficients consist of PI gains. From this property, input and output data are plotted in a space with $y$, $e/\Delta$, and $u$ as axes, and a controller corresponding to a plane closest to the plotted points is sequentially selected.

### 3. NUMERICAL EXAMPLE

#### 3.1. Control Object and Setting Parameters

In this numerical example, the following system is discussed.

$$ G(s) = \begin{cases} 
5 & (0 \leq t < 150) \\
1 + 20s & (150 \leq t < 350) \\
3 & (350 \leq t \leq 600)
\end{cases} $$  

The reference signal $r(t)$ is given as follows:

$$ r(t) = \begin{cases} 
100 & (0 \leq t < 200) \\
150 & (200 \leq t < 400) \\
50 & (400 \leq t \leq 600)
\end{cases} $$  

White Gaussian noise with zero mean and a variance of $(1/3)^2$ is added to the controlled object. The reference model $G_m(z^{-1})$ was set as Equation (24).

$$ G_m(z^{-1}) = \frac{0.0392z^{-1}}{1 - 1.6057z^{-1} + 0.6449z^{-2}} $$  

#### 3.2. Simulation Result

The control result with fixed PI gains which are calculated by VRFT is shown in Figure 5. PI gains are calculated as follows:

$$ K_P = -0.45, K_I = 0.10 $$  

$K_P$ is negative gain because the system has three characteristics of Equation (22). In Figure 5, the overshoot has occurred on the output with fixed PI gains and good control results are not obtained. The sum of squared errors is 708.7 in Table 1.

Figure 6 shows the control result applying the proposed scheme. Here, the number of weak learners is 10. Figures 7 and 8 respectively show the estimation result of the system change step in the weak learners and the transition of PI gains in the proposed scheme. Figure 6 shows that good control result can be obtained.

<table>
<thead>
<tr>
<th></th>
<th>Sum of squared errors $\sum e(t)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional scheme (Figure 5)</td>
<td>708.7</td>
</tr>
<tr>
<td>Proposed scheme (Figure 6)</td>
<td>653.9</td>
</tr>
</tbody>
</table>
using the proposed scheme. In addition, Figures 7 and 8 show that
the system change step is estimated accurately and PI gains are
changed at the proper timing. Finally, the sum of squared errors
is 653.9 in Table 1, and the proposed scheme is better than the
conventional scheme.

4. CONCLUSION

In this paper, a new control scheme has been proposed. It is a
scheme of dividing a linear time-varying system into multiple linear
time-invariant systems and applying VRFT to calculate multiple
linear controllers. In the numerical example, the effectiveness of
the proposed scheme has been shown.

In the future works, it is necessary to optimize the number of divi-
sions for an unknown system. In addition, the least squares method
is susceptible to noises other than normal distribution. Therefore,
further consideration is needed such as incorporating bagging [6]
to suppress the effects of noise.
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