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ABSTRACT

Based on a multi-class support vector machine, an urban real estate early warning model is constructed for the Beijing real estate market. The initial indicator system is established based on the historical development of Beijing's real estate market and the selection of real estate early warning indicators. Early warning index data for Beijing from 2000 to 2018 are selected, and the leading index is selected by a time difference correlation analysis as the warning index to be used for further implementation. The model is found to have a good early warning judgment performance, and demonstrates generalization ability. The model analyzes the real estate market from the aspects of land supply, credit scale, housing supply structure, restriction of speculation, and strengthening of transparency of real estate information. It predicts that the real estate market in Beijing will run smoothly in 2019. Based on the model's findings, the paper proposes policy recommendations to promote the healthy operation of China's real estate market.

1. INTRODUCTION

The development and prosperity of the real estate market has obvious positive effects on the national economy, but the excessive development of any market will inevitably bring negative effects [1]. First, the real estate industry is different from the production economy. The industry involves large amounts of funds, and once over-developed, the price signals will cause unreasonable allocation of social resources [2]. Under the conditions of an excessive real estate boom, the real estate market will attract large amounts of surplus funds, bank loans and even corporate funds. At the same time, investment in production and the real economy has been shrinking in recent years, leading to the phenomenon of “industry emptiness” (whereby excessive foreign direct investment and industrial transfer cause domestic investment to shrink continuously, employment opportunities decrease substantially, and the problem of unemployment becomes serious) [3]. In the late 1980s, the “siphon” phenomenon (whereby central cities that have grown into large cities attract talent, investment, population, information, and other high-quality resources from disadvantaged areas) of real estate on the real economy occurred in Japan, which led to the stagnation of the country’s manufacturing industry [4]. Second, the real estate market is closely related to the macro-economy. Its excessive development is prone to causing overheating of the economy, which leads to excessive fluctuations of the macro-economy [5]. Because the real estate industry has a high degree of relevance to related industries, the excessive development of the real estate market will lead to the rapid development of such industries, leading to a shortage of supply in other industries [6]. In response to such conditions, the government will inevitably introduce strict macro-control measures to curb the development of related industries by means of credit control and land control policies, which in turn may lead to a rapid cooling of the real estate market and a recession in the economy [7]. Finally, the excessive development of the real estate market is likely to form an economic bubble. When this bubble bursts, loans from financial institutions to real estate enterprises will become bad, which will affect the quality of bank assets and so cause the public to lose confidence in the banks. If a wave of depositor bank runs occurs, this will cause a financial disaster.

If the real estate industry is in a state of excessive underdevelopment, not only will the public lose confidence in the real estate industry, thus affecting its own development, but the development of the macro-economy will also be affected [8], and its front-end and back-end industries will be seriously affected. As such, the role of a real estate early warning system should be not only to identify in real time whether the real estate market is about to overheat, but also to send an early warning signal when the real estate market is at risk of cooling excessively [9].

The real estate market has the characteristics of information asymmetry, fixedness and transaction dispersion, and the general industry structure and relationship between supply and demand cannot be effectively balanced by market forces. Therefore, it is difficult to scientifically judge the operational trend of the real estate market.
only by analyzing the relationship between supply and demand and housing prices. The establishment of a scientific and pragmatic real estate early warning model is thus necessary for the purpose of judging the changing trend of the real estate market. Such a system can comprehensively and objectively analyze the operation of the real estate market and provide an early warning of abnormal fluctuation trends in the real estate industry, enabling the government to adopt appropriate macro-control measures in time to correctly guide irrational investment and consumption in the real estate market and promote the market's health and stability [10].

The study of early warning indicators began with research on early warnings in the macroeconomic field [11]. With the development of the field of study, the concepts and methods of early warning systems have been gradually promoted and applied in the fields of aviation research, seismic research, traffic accident research, and real estate research [12–14].

In the early years of study, Pyhrr et al. discovered the periodic phenomenon observed in western real estate markets since the 1960s, and devoted themselves to its study, focusing on the changing law and periodic mechanism under the capitalist system [15,16]. With further study of the real estate cycle, scholars have gradually realized the importance of early warnings of risks. In the early 1990s, Nieboer et al. studied the housing vacancy rate in the Netherlands and found that it had a significant relationship with trends in the real estate market [17]. Therefore, based on the housing vacancy rate, a real estate market early warning system was established for the first time. Subsequently, the U.S. government identified a signal of real estate market depression in the community of Chicago, realized the importance of monitoring and early warning, and established an early warning system based on seven leading indicators that monitored abnormal changes in the community real estate market, realizing the primitive application of real estate early warning [18].

The purpose of real estate early warning research is mainly to establish early warning index systems and early warning models. In research of early warning indicator systems for the real estate market, Ecase et al. used the Case-Shiner (CS) house price index and early warning leading indicators to measure trends in the real estate market, and explored the relationship between housing prices and macroeconomic phenomena [19]. If the basic supply and demand conditions are identified, an economic downturn will not cause the real estate market to drop rapidly. Witold et al. used Hodrick-Prescott (HP) filters to screen real estate market early warning indicators, relying on these HP filters to identify cycle turning points according to the business cycle to determine real estate cycle indicators, and identifying potential risks in the market by studying degrees of deviation in cycle indicators [20]. Yim et al. used fuzzy evaluation, decision trees, and artificial neural networks to predict the behavior of the real estate market [21]. By comparing the accuracy of different early warning indicators, the machine learning model is superior to traditional statistical models in solving non-linear problems [22]. Hott et al. proposed a housing income ratio, and monitored the real estate market bubble by measuring changes in this indicator in order to provide warning alerts [23,24].

The above scholars use a variety of methods to establish real estate market early warning index systems, including qualitative analysis and quantitative methods, so that early warning index systems have gradually reached a mature stage of development.

Suh et al. used a signal analysis method to screen 15 leading early warning indicators, and determined the risk profile of the Korean real estate market using a Probit model [25]. The accuracy of Suh et al.'s method for predicting risks can reach 80%. Qin et al. used principal component analysis to construct a relatively complete bubble early warning mechanism, then conducted an empirical early warning study on the Ningbo real estate market and, based on this, evaluated the development of the region's real estate market [26]. The above two studies measure the accuracy of their early warning prediction results by means of empirical analysis and confirm the feasibility of their real estate early warning system models.

In summary, the current research on early warning indicators for real estate markets is relatively mature. The selection of indicators should take into account the supply and demand characteristics of the real estate market, internal coordination, external economic factors, and so on, and should use the economic characteristics of the relevant region to screen many possible indicators and eliminate those which are redundant. The early warning methods have developed from initial index-based methods to more advanced statistical approaches, and then to more comprehensive early warning models. The development process reflects the progression in the literature from qualitative research to the combination of qualitative and quantitative research methods. With the development of information technology, the theories and methods developed by researchers provide new ideas that are integrated into real estate market warning models [21,22,27]. However, current model prediction methods cannot avoid the problem of local extremum or the difficulties caused by an insufficient number of samples for small sample regions, for overall generalization ability and for non-linear problems in real estate early warning practice.

Therefore, following the principles of objectivity and effectiveness, the support vector machine model (SVM) is introduced by the present study into the real estate market early warning field for the purpose of fully considering the influence of multiple indicators on the development trend of the real estate market. This method can solve the problems of small samples, non-linear relationships, and so on, in real estate market early-warning. It also solves the problem of poor generalization ability in the current widely used real estate early warning model. SVM can project the data to high-dimensional space by means of a kernel function to realize linear separability, and can therefore solve the problems of local extreme values and insufficient numbers of samples that cannot be avoided by a general model prediction method. In this way, SVM is able to yield more objective and accurate judgments on the future status and trend of the real estate market. An early warning model based on SVM can better predict the development trend of real estate markets in later periods according to the early warning index data, and the study of an SVM-based model can also enrich the research on prediction methods more generally.

The remainder of this paper is arranged as follows. Section 2 discusses early warning indicators and SVM in further detail. Section 3 presents the results of an empirical analysis of data on the Beijing real estate market for the period from 2000 to 2017, and based on this analysis develops an early warning model for the region. Section 4 performs early warning forecasting for the Beijing real estate market for 2019. Section 5 presents the discussion of the study's results and provides policy implications, and Section 6 concludes the paper.
2. RESEARCH METHODS

2.1. Selection of Early Warning Methods

2.1.1. Comparison of early warning methods

At present, common early warning methods include index early warning methods, statistical early warning methods, and model-based early warning methods [28]. Model-based early warning methods entail constructing an early warning model by using certain mathematical methods, including newly developed computer technology. In the context of real estate early warnings, this such methods can predict and warn of the operational status of and trends in the real estate market. When selecting an early warning model, an important consideration will be the correlation between the model’s warning indicator and the situations in which an alarm should be issued. There are two underlying mathematical methods that can be used. One is a method with a clear functional relationship; however, this method is often not well handled. The other mathematical method [29], which supposes a non-linear relationship, is the black box model developed in recent years, which exhibits better performance for non-linear data samples than functional relationship methods [30].

Due to the better predictive function of black box early warning models, this type of early warning model is adopted for the present study’s real estate early warning system. For the real estate market early warning system, traditional linear models cannot adequately respond to the irregularity of the real estate market or solve the treatment of non-linear relationships. Such models are not fault-tolerant to incorrect data, and the black box model is more suited to the characteristics of the real estate market [31].

SVM is a typical black box model. It is also based on machine learning theory, which has developed gradually in recent years. The formation of SVM was based in statistical learning theory and SVM is a pattern classification method [32–34]. Because SVM has a very prominent theoretical advantage over other techniques, Bell Labs took the lead in applying the SVM method to the research field of digit recognition of handwriting for the U.S. Postal Service, and has achieved outstanding results [35]. Since then, many scholars in different fields of research have begun to pay attention to the application of SVM. In recent years, SVM has led to important research results in the fields of facial recognition, speech recognition, image recognition, and so on, [36–38]. Due to the introduction of the theories of structural risk minimization and kernel functions, SVM has advantages over other traditional machine learning methods in solving problems such as small sample sizes, generalization ability, and non-linearity, which make it well-suited to the problems faced by real estate market early warning models [29,30,39]. Therefore, the SVM model is selected for use as an early warning method in this study.

2.1.2. SVM theory

SVM is developed on the basis of statistical learning theory and is dedicated to solving small sample machine learning problems [40]. It was proposed by Vapnik and Chervonenkis in 1964 [41] and has been widely used since Cortes and Vapnik proposed the non-linear soft margin SVM in 1995 [42]. SVM constructs an objective function based on the principle of structural risk minimization, and distinguishes different types of samples as far as possible in order to maximize the distance between types of classification interfaces [43], as shown in Figure 1.

The expressions of the three lines in Figure 2 are \( h_1 : wx + b = 1 \), \( h_2 : wx + b = -1 \), \( h_0 : wx + b = 0 \). To maximize the distance between \( h_1 \) and \( h_2 \), according to the formula for two parallel straight lines \( d = \frac{|c_1 - c_2|}{\sqrt{A^2 + B^2}} \), the distance can be expressed as \( \frac{2}{||w||} \). We find \( \max \frac{2}{||w||} \), that is, find \( \min ||w|| \), and generally use \( \min \frac{1}{2} ||w||^2 \) instead. Obviously, when \( ||w|| = 0 \), the value is the smallest, but in this case, the distance between \( h_1 \) and \( h_2 \) is infinite, so that different types of samples cannot be separated. It is a precondition to satisfy both \( wx_i + b \geq 1 \) and \( wx_i + b \leq -1 \). The left and right sides of the

\[ \begin{align*}
\text{Figure 1} & \quad \text{Distinguishing two classifications by SVM.} \\
\text{Figure 2} & \quad \text{The early warning flow chart.}
\end{align*} \]
equation are both multiplied by \( y_i \). It is easy to derive \( y_i (wx_i + b) – 1 \geq 0 \), so we obtain two classification problems (1)–(2).

\[
\min \frac{1}{2} ||w||^2 \\
\text{subject to } y_i (wx_i + b) – 1 \geq 0
\]

(1) (2)

In this classification problem, the feasible region is obviously a convex set, so the classification problem can not only be transformed into a quadratic programming problem with independent variable \( w \), but also has a global optimal solution because of its feasible region. Generally, for constrained optimization problems, the Lagrangian multiplier method can be introduced to turn the problem into an unconstrained optimization problem, that is, Equation (3).

\[
L(w, b, a) = \frac{1}{2} ||w||^2 - \sum_{i=1}^{l} a_i \left( y_i (wx_i + b) - 1 \right)
\]

(3)

Where \( a_i \geq 0 \), \( i = 1, 2, \cdots, l \) is a Lagrangian multiplier, the Lagrangian function is used to obtain partial derivatives for \( w \) and \( b \), respectively, and the partial derivative of the extreme point is 0. (4)–(6).

\[
\nabla_w L(w, b, a) = w - \sum_{i=1}^{l} a_i y_i x_i = 0
\]

(4)

Therefore:

\[
w = \sum_{i=1}^{l} a_i y_i x_i
\]

(5)

\[
\nabla_b L(w, b, a) = \sum_{i=1}^{l} a_i y_i = 0
\]

(6)

Substituting the above formula into the Lagrangian function yields

\[
\min \left[ -\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} a_i a_j y_i y_j (x_i x_j) + \sum_{i=1}^{l} a_i \right]
\]

(7)

or as

\[
\max \left[ -\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} a_i a_j y_i y_j (x_i x_j) + \sum_{i=1}^{l} a_i \right]
\]

(8)

The following optimization model can be established:

\[
\min \left[ \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} a_i a_j y_i y_j (x_i x_j) - \sum_{i=1}^{l} a_i \right]
\]

(9)

\[
s.t \sum_{i=1}^{l} a_i y_i = 0, i = 1, 2, \cdots, l
\]

(10)

\[
a_i \geq 0, i = 1, 2, \cdots, l
\]

(11)

What is finally obtained is a quadratic function to find the optimal solution. Some of the probable solutions \( a_i \) are not zero, and the corresponding training samples are the support vectors on the classification line. The optimal classification function obtained by solving Equations (9) to (11) is shown in (12).

\[
f(x) = \omega^T x + b = \sum_{i=1}^{l} a_i y_i x_i^T x + b
\]

(12)

In order to increase the fault tolerance of the data, and considering the linear indivisibility, the SVM introduces a slack variable into the model to allow for a misclassified sample; the tolerance range must also be limited, thus a penalty parameter \( C \) is introduced, which indicates the penalty of the error—the smaller this parameter the better. The best solution can be achieved by taking the optimal parameters for different problems. This becomes a new optimization problem, such as (13)–(15).

\[
\min \left\{ \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \xi_i \right\}
\]

(13)

\[
s.t y_i ((w \cdot x_i) + b) + \xi_i - 1 \geq 0, i = 1, 2, \cdots, l
\]

(14)

\[
\xi_i \geq 0
\]

(15)

Thus, the dual problem can be written as (16)–(17).

\[
\min \left[ \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} y_i y_j a_i a_j (x_i x_j) - \sum_{i=1}^{l} a_i \right]
\]

(16)

\[
\sum_{i=1}^{l} y_i a_i = 0, 0 \leq a_i \leq C, i = 1, 2, \cdots, l
\]

(17)

The above is the process of using SVM to construct a function for a linear problem [31,44,45]. For non-linear problems, according to Cover's theorem, if projected into high-dimensional space, the possibility of linear separability is higher than that if projected into low-dimensional space [44]. Most linear indivisible problems are linearly separable after mapping to high-dimensional space. The processing method in SVM theory is to treat the non-linear problem using a kernel function \( k(x_i, x_j) = \Phi(x_i) \Phi(x_j) \), the purpose of which is to project the original problem into high-dimensional space. For the purpose of classification, the kernel function can transform the inner product operation in high-dimensional space into the kernel function calculation in low-dimensional space, which not only solves the linear indivisible problem, but also solves the “dimensionality disaster” problem that may occur in high-dimensional space. In general, as long as the Mercer condition is met, the function can be used as a kernel function and selectively mapped to a high-dimensional space by SVM [46–48].

Commonly used kernel functions include [49]

Linear kernel function: \( K(x_i, x_j) = x_i^T x_j \)

Polynomial kernel function:

\[
K(x_i, x_j) = (\gamma x_i^T x_j + \gamma)^d, \gamma > 0
\]

Radial basis kernel function (RBF):

\[
K(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{2\sigma^2} \right)
\]

Sigmoid nucleation function:

\[
K(x_i, x_j) = \tanh (\gamma x_i^T x_j + \gamma)
\]

When the kernel function is used, the optimization problem can be expressed as per Equations (18)–(19).

\[
\min \left[ \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} y_i y_j a_i a_j k(x_i x_j) - \sum_{i=1}^{l} a_i \right]
\]

(18)

\[
\sum_{i=1}^{l} y_i a_i = 0, 0 \leq a_i \leq C, i = 1, 2, \cdots, l
\]

(19)

The optimal classification function is solved as in Equation (20).

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} a_i \ast k(x_i \cdot x) + b \right)
\]

(20)
2.2. Selection of Early Warning Indicators

2.2.1. Principles for establishing an early warning indicator system

At present, in the research on real estate early warning systems, there are no unified selection criteria for the selection of early warning indicators. Such criteria must not only include the core variables needed for early warning, but should also discard redundant variables. At the same time, such criteria need to consider operability and timeliness. Therefore, the following six principles should be followed in the selection of real estate market early warning indicators: the comprehensive principle, the sensitivity principle, the operability principle, the independence principle, the validity principle, and the regional principle.

2.2.2. Selection method for real estate early warning indicators

The selection method for early warning indicators for the real estate market has always been a focus of experts globally, and plays a vital role in ensuring the accuracy of early warning results. By summarizing the methods used for selecting early warning indicators in China and internationally, these methods can be divided into two categories. The first category comprises purely qualitative methods, that is, those which select an indicator system by means of a certain subjective method. Although this type of method is simple to operate, its selection process is not sufficiently objective; different people apply different selection criteria and there is no unified theory guiding them. The second category combines multiple quantitative methods on the basis of qualitative judgments. This method is more suitable for dealing with complex systems such as real estate markets. Therefore, the present paper selects its early warning indicators using a qualitative perspective and then uses quantitative analysis to screen these indicators.

The process of selection of indicators by means of qualitative analysis should fully consider the six principles named above, whereas quantitative analysis usually includes multivariate statistical analysis methods and time difference analysis methods. Multivariate statistical analysis methods are often used for regular statistical analysis of multiple related indicators [50,51]. The specific methods include cluster analysis, principal component analysis, and discriminant analysis. The time difference analysis method refers to the quantitative analysis of indicators according to the time sequence between them, and includes the cyclic method, matching method, and the time difference correlation analysis method [50,51]. First, according to the conditions of China’s real estate market and with the objective of establishing an early warning indicator system, a series of early warning indicators are initially selected. The time difference correlation analysis method is then used to screen the preliminary selected early warning indicators, and the leading indicators and comparison indicators are taken in order to enable verification of the main data and to use for model training.

Because individual localities in the real estate market present different economic statuses, and the real estate market in each region has its own characteristics, the selection of the indicator system will vary with region. Therefore, this paper selects the most suitable real estate market early warning indicators for different regions within the overall market.

2.2.3. Determination of the early warning time difference

In the present paper, the time difference correlation analysis method is used to select the leading warning indicator for the real estate market warning system. Therefore, the change of the warning indicator’s value is relative to the alarm status of the real estate market. However, in determining the warning time difference it is necessary to consider the warning indicator and the alarm status. The time difference between the two is determined, and this must not be too long or too short. After determining the early warning time difference, the warning indicator is paired with the lagging alarm indicator and input into model training, in order to enable future trends for the real estate market to be obtained by inputting up-to-date information for the warning indicator.

2.2.4. Choice of alarm indicators and warning levels

The early warning system’s alarm status is defined by the alarm indicators; that is to say, the alarm indicators need to reflect the alarm situation and when the alarm situation is abnormal, this must be reflected in the alarm indicators. There is, however, no unified statement on the criteria by which alarm indicators should be selected. The two indicators that are generally used are the growth rate of total sales of commercial housing and the growth rate of commercial housing sales prices. Synthetic indicators can also be used to identify alarm conditions. Such composite indicators should be based on a number of different underlying indicators, reflecting the different weights to which these indicators are relevant to the status of the real estate market in the composition of the overall calculation. Because the area index is more stable than the price index, the growth rate of the area of land sold per year of commercial housing is selected as the alarm indicator.

The warning degree refers to the evaluation result of the early warning system and describes the alarm level of the situation as measured by the system. The literature indicates that there are two ways of dividing warning levels that are predominantly used. First, the alarm status can be divided into three levels: “hot,” “normal,” and “cold.” Although this method lacks detail, the advantage is that it is suitable when a small number of samples are available. Second, the alarm status can be divided into five levels: “overheating,” “slightly hot,” “normal,” “slightly cold,” and “too cold” [51]. Although this method describes the real estate market more accurately, if the number of samples is small, the division intervals are not sufficiently accurate and the reliability of the division is reduced. Because the unit of time used for establishing the model in this paper is the year, the first method of division is utilized, that is, the three-level division; “hot,” “normal,” and “cold.”

2.3. Choice of Urban Early Warning Indicators

2.3.1. Training and testing of early warning models

After selecting the warning indicator and the alarm indicator, the warning indicator data is paired with the time-adjusted alarm indicator data, and the data are divided into a training group and a detection group. The training group consists of sample data used for machine learning. The test group is not used in the training, and is only used to test the correctness of the model. If the result of testing
using the test group is consistent with the actual real estate market conditions, then the model has demonstrated a certain feasibility. If there is a disparity between the results of testing and actual conditions, it is necessary to find the reason for the differences, eliminate any data problems, adjust the model’s parameters, and reperform testing.

2.3.2. Practical application of early warning model

After selecting the early warning indicators, determining the early warning time difference, the alarm indicators and the warning degree, in order to enable the training and verify the detection performance of the early warning model, the full SVM early warning model has basically been formed, and is finally ready for empirical research to be conducted and real data to be used. By means of this model, early warning of future trends in the real estate market is achieved. The specific operations are as follows. First, the early warning indicator system is constructed, and then indicator data for the city over a number of years is used. Leading indicators are selected for use as the model’s input signals by means of time difference correlation analysis. The output signals are determined according to the alarm conditions and warning degree, and historical data are used to construct the early warning model. After verifying the accuracy of the model, the data to be used in implementation of the model will be collected, processed, and input into the model, and the results obtained will determine the alarm status of the future real estate market of the city.

3. EMPIRICAL ANALYSIS

3.1. Choice of Urban Early Warning Indicators

When selecting specific indicators, it is noted that relative indicators are more able to measure the balance of development across all aspects of real estate than absolute indicators, and these can also reflect the degree of local real estate development. Therefore, most of the indicators selected in this paper are relative indicators. Combined with the above considerations and the establishment of the early warning indicator system, 12 relative indicators were initially selected as the early warning indicators for the urban real estate market, as shown in Table 1 [53,54].

The sources of information used to construct Beijing’s indicators mainly comprise the National Bureau of Statistics, the Beijing Municipal Bureau of Statistics, the CEIC (China Entrepreneur Investment Club) database, and the CRIC (China Real Estate Information Corporation) database [69–73]. The data provided by these sources are accepted as highly accurate. The relevant data are collected for periods from the year 2000 onward, and the data of early warning indicators for the Beijing real estate market from 2000 to 2018 are shown in Table 2.

3.2. Determination of Warning Indicators

The selection of benchmark cycle indicators should follow the principles of reliability, operability, practicability, and so on. Because the role of benchmark cycle indicator is to judge the lead–lag relationship between the early warning indicator and the market’s status, it must be capable of expressing the up-to-date warning status. In other words, it should be a coincident indicator. With reference to relevant research results, the benchmark cycle indicator used could be the growth rate of area of land sold per year in commercial housing sales or the growth rate of commercial housing prices. Because the time unit used in the model established in this paper is years, the area of land in sales of commercial housing is a cumulative value with obvious fluctuations and will not be affected by the statistical time point, and therefore this data is expected to be a more reliable indicator. Therefore, the growth rate of the area of land in sales of commercial housing is used in this paper to analyze the correlation and time difference between the selected early warning indicators and to determine the lead–lag relationship.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Urban real estate market early warning indicators.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>Sub-index</td>
</tr>
<tr>
<td>Coordination between the real estate industry and the national economy</td>
<td>Real estate development investment/GDP</td>
</tr>
<tr>
<td></td>
<td>Real estate investment/ Fixed-asset investment</td>
</tr>
<tr>
<td></td>
<td>Real estate development self-raised funds/ Sources of funds</td>
</tr>
<tr>
<td></td>
<td>Commercial housing price growth rate/ Urban residents’ disposable income growth rate</td>
</tr>
<tr>
<td></td>
<td>Growth rate of real estate land area purchased/GDP growth rate</td>
</tr>
<tr>
<td>Harmonization of supply and demand in the real estate market</td>
<td>Commercial housing sales/ Real estate investment</td>
</tr>
<tr>
<td></td>
<td>Sales area/ Completed area</td>
</tr>
<tr>
<td></td>
<td>Commercial housing price growth rate</td>
</tr>
<tr>
<td>Coordination within the real estate industry</td>
<td>Residential investment/ Commercial housing construction investment</td>
</tr>
<tr>
<td></td>
<td>Residential sales/ All commercial housing sales</td>
</tr>
<tr>
<td></td>
<td>Completed residential area/ Completed area of all commercial housing</td>
</tr>
<tr>
<td></td>
<td>New construction area of commercial housing/ Construction area</td>
</tr>
</tbody>
</table>
In the classification of all early warning indicators, the time difference correlation coefficient between each indicator and the growth rate of the area of land in commercial housing sales should be calculated successively, and the lead–lag relationships of indicators should be determined by comparing the absolute values of coefficients for different lagging periods. Specifically, in SPSS software, it is necessary to input the evaluated indicators in turn, respectively calculate the correlation coefficients for different delay time periods for the benchmark indicators, and determine the lead–lag relationship of the indicators based on the corresponding delay numbers. If the delay number is less than −3 (i.e., if the indicator observation preceded the correlated growth rate of the area of land in sales of commercial housing by more than three years), it is judged as a leading indicator; if it is larger than 3, it is judged as a lagging indicator; for other values, it is treated as a coincident indicator. Taking the selected indicator S5, that is, growth rate of real estate land area purchased/GDP growth rate as an example, as shown in Table 3, the correlation coefficient for the time difference with the largest absolute value is 0.488, and the corresponding delay number is −4, indicating that the selected indicator is observed in advance of the benchmark cycle indicator, and is also the leading indicator. Similarly, these early warning indicators were all input into SPSS software for processing, and the results are shown in Table 4.

The above process identifies seven leading indicators, five coincident indicators, and no lagging indicators. This paper selects the leading indicator for use as the warning indicator in the model. The following is the analysis of each warning indicator.

### 3.3. Judgment of Alarm Status for Beijing Real Estate Market

#### 3.3.1. Selection of alarm indicators

The alarm indicator selected in this paper is the growth rate of land area of commercial housing sales. By collecting and processing data for the full range of years used in this study, the warning level for each year can be obtained, and these can be combined with the actual market conditions for analysis in order to ensure that they accurately reflect the alarm conditions of the real estate market in Beijing.

#### 3.3.2. Partition of alarm indicators

As previously explained, the alarm indicator uses three levels of warning degree: “cold,” “normal,” and “hot.” To use SVM to build the model, it is necessary to normalize the alarm indicator data. The tool used in this paper is the description and statistics function in the SPSS software, and the intervals are divided at one standard deviation above and below the mean, that is, the interval (−∞, −1) represents the cold state, the interval (−1, 1) represents the normal state, and the (1, +∞) interval represents the hot state. These data are combined with the previous analysis of the Beijing real estate market to verify the judgments made.

#### 3.3.3. Warning degree for Beijing real estate market

By using Matlab software to process the data for Beijing’s alarm indicator for the period from 2000 to 2018, the warning degree for Beijing's real estate market is produced as shown in Table 5.
Table 4 | Time difference correlation analysis results for real estate market early warning indicators in Beijing.

<table>
<thead>
<tr>
<th>Indicator Type</th>
<th>Name of Early Warning Indicator</th>
<th>Time Difference Correlation Coefficient with the Largest Absolute Value</th>
<th>Corresponding Lagging Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading indicator</td>
<td>Real estate development investment / GDP</td>
<td>0.388</td>
<td>−4</td>
</tr>
<tr>
<td></td>
<td>Real estate investment/Fixed-asset investment</td>
<td>0.323</td>
<td>−6</td>
</tr>
<tr>
<td></td>
<td>Commercial housing price growth rate/Urban residents’ disposable income growth rate</td>
<td>0.417</td>
<td>−7</td>
</tr>
<tr>
<td></td>
<td>Growth rate of real estate land area purchased/GDP growth rate</td>
<td>0.488</td>
<td>−4</td>
</tr>
<tr>
<td></td>
<td>Commercial housing price growth rate</td>
<td>0.399</td>
<td>−7</td>
</tr>
<tr>
<td></td>
<td>Residential sales/All commercial housing sales</td>
<td>0.515</td>
<td>−4</td>
</tr>
<tr>
<td></td>
<td>Completed residential area/Completed area of all commercial housing</td>
<td>0.539</td>
<td>−4</td>
</tr>
<tr>
<td>Coincident indicator</td>
<td>Real estate development self-raised funds/Sources of funds</td>
<td>0.481</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Commercial housing sales/Real estate investment</td>
<td>0.637</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sales area/Completed property area</td>
<td>0.588</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Residential investment/Commercial housing construction investment</td>
<td>0.498</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>New construction area of commercial housing/Total construction area</td>
<td>0.475</td>
<td>−1</td>
</tr>
<tr>
<td>Lagging indicator</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 5 | Warning degree of Beijing real estate market.

<table>
<thead>
<tr>
<th>Year</th>
<th>Growth Rate of Land Area of Commercial Housing Sales</th>
<th>Standardized Value</th>
<th>Warning Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.76</td>
<td>1.91</td>
<td>Hot</td>
</tr>
<tr>
<td>2001</td>
<td>0.26</td>
<td>0.53</td>
<td>Normal</td>
</tr>
<tr>
<td>2002</td>
<td>0.42</td>
<td>0.97</td>
<td>Normal</td>
</tr>
<tr>
<td>2003</td>
<td>0.11</td>
<td>0.11</td>
<td>Normal</td>
</tr>
<tr>
<td>2004</td>
<td>0.46</td>
<td>1.08</td>
<td>Hot</td>
</tr>
<tr>
<td>2005</td>
<td>0.13</td>
<td>0.17</td>
<td>Normal</td>
</tr>
<tr>
<td>2006</td>
<td>−0.17</td>
<td>−0.66</td>
<td>Normal</td>
</tr>
<tr>
<td>2007</td>
<td>−0.17</td>
<td>−0.66</td>
<td>Normal</td>
</tr>
<tr>
<td>2008</td>
<td>−0.39</td>
<td>−1.27</td>
<td>Cold</td>
</tr>
<tr>
<td>2009</td>
<td>1.77</td>
<td>1.94</td>
<td>Cold</td>
</tr>
<tr>
<td>2010</td>
<td>−0.31</td>
<td>−1.05</td>
<td>Cold</td>
</tr>
<tr>
<td>2011</td>
<td>−0.12</td>
<td>−0.53</td>
<td>Normal</td>
</tr>
<tr>
<td>2012</td>
<td>0.35</td>
<td>0.78</td>
<td>Normal</td>
</tr>
<tr>
<td>2013</td>
<td>−0.02</td>
<td>−0.25</td>
<td>Normal</td>
</tr>
<tr>
<td>2014</td>
<td>−0.23</td>
<td>−0.83</td>
<td>Normal</td>
</tr>
<tr>
<td>2015</td>
<td>0.07</td>
<td>0.00</td>
<td>Normal</td>
</tr>
<tr>
<td>2016</td>
<td>0.08</td>
<td>0.03</td>
<td>Normal</td>
</tr>
<tr>
<td>2017</td>
<td>−0.48</td>
<td>−1.52</td>
<td>Cold</td>
</tr>
<tr>
<td>2018</td>
<td>−0.20</td>
<td>−0.75</td>
<td>Normal</td>
</tr>
</tbody>
</table>

3.4. Training and Testing of Early Warning Models for Beijing Real Estate Market

3.4.1. Selection of early warning time difference

The early warning time difference refers to the difference between the time of occurrence of the warning indicator data and the corresponding market conditions. The longer this time difference, the more favorable the warning system is for understanding future trends in the real estate market, because the better it will enable the government to exert reasonable guidance and investors to make investment decisions. However, if the time difference exceeds the period within which the system can make accurate predictions, the early warning results will be inaccurate. Informed by the time difference correlation analysis of the early warning indicators, this study sets the early warning time difference in its models as one year. This choice of early warning time difference means that the early warning model must establish a mapping relationship between the annual warning indicators and the alarm conditions in the next year, in order to predict the real estate situation at that time. In this way, the model can not only provide predictions and warnings, but can also avoid the failure of its predictive ability by avoiding an excessive time difference.

3.4.2. Early warning model structure design

Based on the theory of multi-classification SVM, this paper adopts a one-to-many method to realize multi-classification in the present model. The input data are the processed warning indicators, and the number of data classes is seven, including (x1) real estate development investment/GDP, (x2) real estate investment/fixed-asset investment, (x3) commercial housing price growth rate/urban...
residents’ disposable income growth rate, (x4) growth rate of real estate land area purchased/GDP growth rate, (x5) housing price growth rate, (x6) residential sales/all commercial housing sales, and (x7) completed residential area/completed area of all commercial housing. Because SVM is a quadratic classifier, the number of categories output by each classifier is two, and the output content is the classified representation of the corresponding map, that is, the warning level describing the alarm situation. According to the partition of warning levels in Section 2, three levels of warning are used: “cold,” “normal,” and “hot.” According to the one-to-many method in the multi-classification, cold, hot, and normal states are each set as one class in the training model, with the corresponding expression “−1.” Within each classification, other levels are represented as another class with the corresponding expression “1.” Therefore, three SVMs are required for three classes. The three SVM warning degrees and corresponding representations are shown in Table 6.

### 3.4.3. Training and testing of early warning models

First, the data samples from 2000 to 2017 are divided into the training set and testing set. The training set comprises a proportion of 95% of the total sample, that is, data for 17 years, and the remaining 5% of the total sample is used as the testing set, that is, data for one year. Warning data for 2018 are used as a predictive data set for the model. The tool used is the LIBSVM tool designed for SVM applications. Its advantages are its professionalism, limited number of input parameters, and the ability to quickly and reliably solve SVM problems. The data format used in this software package is \(<label><index1>:<value1><index2>:<value2>\cdots\), it is necessary to convert the original data into this format, which can be implemented by the LIBSVM tool when the data is limited. In order to improve the speed and stability of the SVM operation, all data samples need to be normalized. The normalized results of the data corresponding to classifier 1 are shown in Table 7.

After basic data processing, it is necessary to conduct parameter optimization. To determine the parameters, the type of SVM should first be selected. 0–C-SVC is selected in this study, which is specifically used to solve the classification problem. Second, it is necessary to select the type of kernel function. In circumstances where the distribution of the original data set is not known, Gaussian RBF is usually adopted, and the distribution rule of the real estate market warning indicator is unknown. Accordingly, Gaussian RBF is selected in this paper. Then there are two parameters that need to be determined in the model. One is the penalty parameter C, representing the error tolerance. The parameter should be neither as large as possible, nor as small as possible. If too large, the hyperplane

---

**Table 6** | Representation of warning degree corresponding to SVM classifier.

<table>
<thead>
<tr>
<th>Classifier Serial Number</th>
<th>Warning Degree Type</th>
<th>Corresponding Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cold</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>Normal, hot</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Hot</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>Cold, normal</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Normal</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>Cold, hot</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 7** | Normalized results for Beijing real estate market warning indicators.

<table>
<thead>
<tr>
<th>Year</th>
<th>Ratio of Real Estate Development Investment to GDP</th>
<th>The Ratio of Real Estate Investment to Fixed-Asset Investment</th>
<th>Commercial Housing Price Growth Rate/Urban Residents’ Disposable Income Growth Rate</th>
<th>Growth Rate of Real Estate Land Area Purchased/GDP Growth Rate</th>
<th>Commercial Housing Price Growth Rate</th>
<th>Residential Sales/All Commercial Housing Sales</th>
<th>Completed Residential Area/Completed Area of All Commercial Housing</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.30</td>
<td>0.00</td>
<td>0.69</td>
<td>0.29</td>
<td>0.09</td>
<td>0.96</td>
<td>0.82</td>
</tr>
<tr>
<td>2001</td>
<td>0.71</td>
<td>0.61</td>
<td>0.73</td>
<td>0.66</td>
<td>0.24</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>2002</td>
<td>0.87</td>
<td>0.79</td>
<td>0.67</td>
<td>0.35</td>
<td>0.08</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>2003</td>
<td>0.96</td>
<td>0.86</td>
<td>0.71</td>
<td>0.15</td>
<td>0.17</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>2004</td>
<td>1.00</td>
<td>1.00</td>
<td>0.77</td>
<td>0.44</td>
<td>0.39</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>2005</td>
<td>0.77</td>
<td>0.76</td>
<td>0.84</td>
<td>0.04</td>
<td>0.62</td>
<td>0.78</td>
<td>0.85</td>
</tr>
<tr>
<td>2006</td>
<td>0.71</td>
<td>0.60</td>
<td>0.81</td>
<td>0.08</td>
<td>0.54</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td>2007</td>
<td>0.63</td>
<td>0.56</td>
<td>1.00</td>
<td>0.30</td>
<td>1.00</td>
<td>0.45</td>
<td>0.57</td>
</tr>
<tr>
<td>2008</td>
<td>0.35</td>
<td>0.52</td>
<td>0.76</td>
<td>0.60</td>
<td>0.35</td>
<td>0.42</td>
<td>0.33</td>
</tr>
<tr>
<td>2009</td>
<td>0.54</td>
<td>0.44</td>
<td>0.82</td>
<td>0.13</td>
<td>0.43</td>
<td>0.56</td>
<td>0.47</td>
</tr>
<tr>
<td>2010</td>
<td>0.66</td>
<td>0.70</td>
<td>0.93</td>
<td>0.33</td>
<td>0.73</td>
<td>0.35</td>
<td>0.53</td>
</tr>
<tr>
<td>2011</td>
<td>0.49</td>
<td>0.62</td>
<td>0.67</td>
<td>0.13</td>
<td>0.00</td>
<td>0.18</td>
<td>0.43</td>
</tr>
<tr>
<td>2012</td>
<td>0.40</td>
<td>0.47</td>
<td>0.76</td>
<td>0.07</td>
<td>0.30</td>
<td>0.48</td>
<td>0.56</td>
</tr>
<tr>
<td>2013</td>
<td>0.39</td>
<td>0.52</td>
<td>0.76</td>
<td>1.00</td>
<td>0.32</td>
<td>0.29</td>
<td>0.55</td>
</tr>
<tr>
<td>2014</td>
<td>0.38</td>
<td>0.51</td>
<td>0.73</td>
<td>0.04</td>
<td>0.24</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>2015</td>
<td>0.44</td>
<td>0.67</td>
<td>0.86</td>
<td>0.07</td>
<td>0.56</td>
<td>0.38</td>
<td>0.28</td>
</tr>
<tr>
<td>2016</td>
<td>0.21</td>
<td>0.39</td>
<td>0.93</td>
<td>0.12</td>
<td>0.69</td>
<td>0.00</td>
<td>0.30</td>
</tr>
<tr>
<td>2017</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.49</td>
<td>0.21</td>
<td>0.49</td>
<td>0.00</td>
</tr>
<tr>
<td>2018</td>
<td>0.23</td>
<td>0.57</td>
<td>−0.47</td>
<td>0.00</td>
<td>−0.04</td>
<td>0.91</td>
<td>0.52</td>
</tr>
</tbody>
</table>
will be too complex and a dimensionality disaster will occur. If too small, the fitting effect of training sample data will be poor. The best results can be obtained only by selecting the optimal parameters for specific problems. The second parameter to be determined is the kernel function parameter $g$, which can control the distribution of samples in the original space after they are projected into high-dimensional space. Selecting a set of optimal parameters enables the model to achieve a more accurate prediction; the Grid Ergodic method is a usual way to find the best set of parameters. The basic principle of the Grid Ergodic method is to divide the range of the penalty parameter $C$ and the kernel function parameter $g$ into a grid, then evaluate all the points on the grid. Finally, the classification accuracy of selected parameters is verified using the K-fold cross-validation method. The group of parameters with the highest accuracy is deemed to represent the optimal parameters.

The basic principle of the K-fold cross-validation method is to divide the training set into K parts; usually K is 5, and these five parts are sequentially used to test the models built using the remaining four parts. When the test set results are compared with the real values, a CV error will be obtained based on the differences identified in this comparison, and each part of the cycle as a testing set will produce five CV errors. Calculating the average value and determining the set of parameters with the minimum average error gives the optimal parameter. Using the training set for cross-validation can ensure the generalization ability of the model and avoid over-learning.

The establishment process for the three classifiers is similar. Taking classifier 1 as an example, after the above process of parameter optimization (Figure 3), the optimal parameter $C$ obtained by classifier 1 has a value of 512, and the optimal parameter $g$ has a value of 0.0078125. With the selected optimal parameters, sample data for the period from 2000 to 2016 were used as the training set for machine learning and in-sample testing. The results for classifier 1 are shown in Table 8, and its in-sample classification accuracy is 94.74%.

The classification effect of the model can be tested using the testing set. The 2017 sample data is used as the testing set. Because the data in the testing set does not participate in the training, its classification effect can be used to demonstrate the classification ability of the model. After the model is built, the testing set sample data are input into the model. The final running result is shown in the sequence number 18 in Table 8. Similarly, the testing set samples must be input for classifier 2 and classifier 3, respectively, as shown in Table 9. After comparing the results of the three classifiers, it can be concluded that the output result of the testing set for the Beijing real estate market is “normal,” referring to the warning degree in Table 6, which is consistent with the actual situation. Therefore, the SVM model has a certain degree of credibility; it not only has a high accuracy rate, but also has a good generalization ability, which can be used to provide warnings regarding the development of the real estate market in Beijing in 2019.

![Figure 3](image-url)  
**Figure 3** | Parameter optimization process of Beijing real estate market early warning model.

### Table 8 | Training and testing data of early warning model classifier 1 in Beijing real estate market.

<table>
<thead>
<tr>
<th>Sample Serial Number</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>Real Classification</th>
<th>Predictive Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 1</td>
<td>0.30</td>
<td>0.00</td>
<td>0.69</td>
<td>0.29</td>
<td>0.09</td>
<td>0.96</td>
<td>0.82</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.71</td>
<td>0.61</td>
<td>0.73</td>
<td>0.66</td>
<td>0.24</td>
<td>0.97</td>
<td>1.00</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.87</td>
<td>0.79</td>
<td>0.67</td>
<td>0.35</td>
<td>0.08</td>
<td>1.00</td>
<td>0.98</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td>0.86</td>
<td>0.71</td>
<td>0.15</td>
<td>0.17</td>
<td>0.99</td>
<td>0.97</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>1.00</td>
<td>0.77</td>
<td>0.44</td>
<td>0.39</td>
<td>0.97</td>
<td>0.90</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.77</td>
<td>0.76</td>
<td>0.84</td>
<td>0.04</td>
<td>0.62</td>
<td>0.78</td>
<td>0.85</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0.71</td>
<td>0.60</td>
<td>0.81</td>
<td>0.08</td>
<td>0.54</td>
<td>0.52</td>
<td>0.68</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Testing set 18</td>
<td>0.63</td>
<td>0.56</td>
<td>1.00</td>
<td>0.30</td>
<td>1.00</td>
<td>0.45</td>
<td>0.57</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td>9</td>
<td>0.35</td>
<td>0.52</td>
<td>0.76</td>
<td>0.60</td>
<td>0.35</td>
<td>0.42</td>
<td>0.33</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.54</td>
<td>0.44</td>
<td>0.82</td>
<td>0.13</td>
<td>0.43</td>
<td>0.56</td>
<td>0.47</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td>11</td>
<td>0.66</td>
<td>0.70</td>
<td>0.93</td>
<td>0.33</td>
<td>0.73</td>
<td>0.35</td>
<td>0.53</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0.49</td>
<td>0.62</td>
<td>0.67</td>
<td>0.13</td>
<td>0.00</td>
<td>0.18</td>
<td>0.43</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0.40</td>
<td>0.47</td>
<td>0.76</td>
<td>0.07</td>
<td>0.30</td>
<td>0.48</td>
<td>0.56</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>0.39</td>
<td>0.52</td>
<td>0.76</td>
<td>1.00</td>
<td>0.32</td>
<td>0.29</td>
<td>0.55</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0.38</td>
<td>0.51</td>
<td>0.73</td>
<td>0.04</td>
<td>0.24</td>
<td>0.58</td>
<td>0.44</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>0.44</td>
<td>0.67</td>
<td>0.86</td>
<td>0.07</td>
<td>0.56</td>
<td>0.38</td>
<td>0.28</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>0.21</td>
<td>0.39</td>
<td>0.93</td>
<td>0.12</td>
<td>0.69</td>
<td>0.00</td>
<td>0.30</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td>18</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.49</td>
<td>0.21</td>
<td>0.49</td>
<td>0.00</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
4. REALIZATION OF THE EARLY WARNING SYSTEM FOR THE BEIJING REAL ESTATE MARKET

In the previous section, the feasibility of the model was preliminarily proved by the establishment and verification of the real estate market early warning model for Beijing. Therefore, in this paper this model will be utilized to provide early warnings for the Beijing real estate market in 2019. The results of the 2018 warning indicators, after processing, are shown in Table 10. After inputting the results into three classifiers, the model output results are shown in Table 11.

According to the output results of three classifiers and the theory described in previous sections, it can be concluded that the real estate market in Beijing is expected to operate normally in 2019.

5. DISCUSSION

5.1. Analysis of Early Warning Results

In recent years, the real estate market in Beijing has been developing rapidly. The inflow of large numbers of skilled workers and the development of the economy have created huge demand for self-occupancy properties and investment properties, so commercial housing prices have remained high. In the 19 years from 2000 to 2018 (inclusive), in three years the market was classified as cold, two years were classified as hot, and other years were normal. Within this time period, the years 2008, 2009, and 2010 are three representative years which were cold, hot, and cold respectively, showing that the status alternated between cold and hot, without reverting to normal status. Reviewing the timing of the release and implementation of relevant national real estate regulation policies, it can be found that there were major adjustments of national macro policy in 2008. At the beginning of the year, the “Double Prevention Policy” was implemented. In the middle of the year, the “A Security Control” policy was implemented, and the “Promoting growth” was implemented at the end of the year. In order to promote growth, the state also implemented an expansionary monetary policy. From September to December in 2008, the central bank reduced interest rates five times consecutively and reduced the requirement reserve ratio four times. The result was overcorrection, which led to the direct change of the real estate market’s status from cold in 2008 to hot in 2009. The real estate regulation and control policy of 2009 also changed from stimulus to containment: at the beginning of the year, “real estate preferential policies to stimulate the housing market” were implemented; “increasing land supply and rectifying market order” policy was carried out in the middle of the year; and at the end of the year “preventing the expansion of the bubble and curbing the excessive rise in house prices” was put forward. Since the end of 2009, regulation and control policy has gradually strengthened. In April of 2010, the State Council issued the “ ‘Ten National Rules,” which have been described as “the most stringent regulatory policy in history” and directly brought the real estate market to a cold status [74].

The macro-control policies in 2008–2010 basically achieved the intended purpose of regulation, but the use of these expansionary monetary policies and the strict management policy of restricting purchases and loans led directly to the rapid alternation between hot and cold markets, which was extremely abnormal market behavior. For the real estate market, stability is crucial.

5.2. Policy Advice

According to the early warning analysis for Beijing, it is found that the stability of China’s real estate market should be the most important objective. The following four policy recommendations are intended to help achieve such stability.

1. Actively promote the marketization of real estate and focus on the balance between supply and demand.

Local governments should encourage the marketization of real estate within a reasonable range. The management of the market should be carried out within the framework of the market economy and should conform to market rules relating to the scope of adjustment, power operation, and policy formulation, in the implementation of measures. First, the imbalance of the total supply and demand in China should gradually be rectified and the effective supply should be increased. In this regard, it is first necessary to undertake long-term planning for the urban real estate market, analyzing the development trend in China’s population and the process of urbanization to estimate future market demand, clarify the land supply plan, and stabilize market expectations. Second, it is reasonable to increase the distribution of property with respect to the rental housing market and to actively promote this market. Effective measures should

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Predictive Classification</th>
<th>Real Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier 2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Classifier 3</td>
<td>−1</td>
<td>−1</td>
</tr>
</tbody>
</table>

Table 10 | Beijing's 2018 warning indicators and their normalized values.

<table>
<thead>
<tr>
<th>Name of Indicators</th>
<th>Normalized Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>The ratio of real estate development investment to GDP</td>
<td>0.23</td>
</tr>
<tr>
<td>The ratio of real estate investment to fixed-asset investment</td>
<td>0.57</td>
</tr>
<tr>
<td>Commercial housing price growth rate/Urban residents' disposable income growth rate</td>
<td>−0.47</td>
</tr>
<tr>
<td>Growth rate of real estate land area purchased/GDP growth rate</td>
<td>0.00</td>
</tr>
<tr>
<td>Commercial housing price growth rate</td>
<td>−0.04</td>
</tr>
<tr>
<td>Residential sales/All commercial housing sales</td>
<td>0.91</td>
</tr>
<tr>
<td>Completed residential area/Completed area of all commercial housing</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 11 | Predictive value for Beijing's alarm status in 2019.

<table>
<thead>
<tr>
<th>Year</th>
<th>Prediction Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>1</td>
</tr>
</tbody>
</table>

X. Wang et al. / International Journal of Computational Intelligence Systems, in press
be taken to stabilize levels of property rental, protect leasehold rights, and encourage and accelerate the development of the rental market. China should then adjust demand levels, establish a policy system for basic needs and other consumer investment needs, guide all forms of demand in the range that income levels can bear and encourage people to consume and invest rationally, thus ensuring the healthy development of the real estate market.

2. Improve systems and promote the long-term mechanism for the sustainable development of the real estate industry.

First, a complete system of laws and regulations should be constructed to clarify the boundaries between the government and the market in terms of real estate markets. While ensuring compliance with market rules, certain macroeconomic regulation and control can also be carried out. The responsibility of the government should be clarified on the issue of housing security based on specific laws. Second, it is reasonable to improve the land supply system and to seek a better way to resolve the contradiction between the monopoly of the land market and the high marketization of the secondary development market, such as by the block auction of land to prevent a secondary monopoly from being acquired by the buyer. Strict regulations on permissible development times after a developer obtains land can be utilized. Third, a scientific and reasonable housing security system can be built. In this regard, first the object of protection and its scope of protection should be scientifically defined; second, it is proper to encourage both rent and sale of properties in order to provide protection for low-income people without violating the laws of the market; third, low-cost housing, price-limiting housing, and other types of affordable housing should be clearly defined in order to accommodate their interface with each other and format a reasonable housing structure system.

3. Standardize real estate financing behavior and broaden real estate financing channels.

In the process of real estate investment, capital is the most basic factor. If sources of funds can be controlled, then investment in the real estate industry can also be fundamentally controlled. Therefore, if financial means are used reasonably and effectively, then real estate financing behavior can be further regulated. For example, the management of housing development loans can be strengthened and eligibility criteria for loans strictly examined. Specific policies and practices can also be learned from other countries to carry out appropriate financial innovation. First, in terms of institutional innovation, it is necessary not only to give full play to the advantages of commercial housing financial institutions, but also to appropriately increase the supply of policy-based housing finance, to provide maximum convenience to the people in need of debt guarantees, and to provide financial support for the supply of affordable housing, in order to form a financial system combining the two factors. Second, in terms of product innovation, China should promote the implementation of the pilot securitization of residential mortgage loans and enrich the sources of funds in order to reduce risk levels. Third, in terms of channel innovation, real estate developers can be guided to expand financing channels, not only by means of bank loans, but also through equity, bonds, trusts, and other means. These formal financing channels can reduce dependence on unstable sources of credit.

4. Strengthen the promotion of real estate market regulation policy.

First, it is necessary to enhance the transparency of information and prevent adverse stakeholders from transmitting incorrect information. Second, the effectiveness of regulatory policies can be maximized. If the government's guidance may influence people's investment decisions, the public can be influenced to establish a correct approach to consumption and their behavior in the real estate market can return to rational consumption. At the same time, it may be appropriate for the government to consider increasing supervision of media related to real estate markets in order to be better able to investigate and respond to media that is misleading to consumer expectations [72].

6. CONCLUSION

Among possible early warning methods, an SVM method that has performed well in dealing with problems such as small samples, generalization ability, and non-linearity is selected to establish a mathematical model for real-time early warning for real estate markets. Among the sample data, the output results for 2008, 2009, and 2010 were cold, hot, and cold, respectively. This is because national macro policy underwent frequent major adjustments in these three years, which have caused Beijing's real estate market to be subject to continuous fluctuations from containment to stimulus to containment. After the verification of the model, the future status of the real estate market in Beijing is predicted. The results indicate that the real estate market in 2019 will be in a “normal” state. At present, the keynote policy for China’s real estate market is to maintain stability. According to the results of the early warning model, the Chinese government should promote the real estate market, improve the real estate system, broaden real estate financing channels, and strengthen publicity for real estate market regulation policies, in order to prevent the formation of a bubble in the Chinese real estate market and to achieve a balance between supply and demand and healthy development. In our future work, we will investigate the evaluation frameworks of existing early warning models based on the ELECTRE III, TOPSIS with the integration of proportional hesitant fuzzy linguistic information [75,76].
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