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1. INTRODUCTION

The goal of face inpainting, also known as face completion, is to produce a more legible and visually realistic face image from an image with a masked region or that has missing content. As faces play the most substantial role in depicting human characters [1], face inpainting becomes the basis of face verification and identification when an occlusion or damage exists in the facial part of an image. These applications make face completion very important in today's computer vision. Face images have obvious high-level semantics that include many special objects. For face images missing unique pattern objects, the original images may not be restored successfully using traditional inpainting methods. Figure 1 shows how the traditional popular TV [2] and PatchMatch [3] methods fail at face inpainting. The TV method is a total variation-based approach, while PatchMatch is a content aware fill method implemented in Adobe Photoshop.

Recently, deep learning neural networks have been extensively studied and have demonstrated their capability to capture abstract information contained in images at high resolution [4]. One of the feedforward neural networks, the convolutional neural network (CNN) [5], is effective because each of its artificial neurons responds only to some of the neurons connected to it, making the application of deep learning neural networks in large-scale image processing possible by avoiding the over-fitting phenomenon. On the other hand, extensive research [6–10] on generative adversarial networks (GANs) [11] has shown that the visual effect of generated images can be enhanced by adversarial training. Based on this research background, CNN-based image completion methods with adversarial training strategies have already significantly improved image completion performance [12–14].

The early proposed deep learning-based semantic image restoration methods were implemented by training an encoder–decoder CNN (a context encoder) [12] which is closely related to the self-encoder [15–17], to predict the unavailable content in an inpainting image. That is, the network is trained to fill in an image's unknown content based on the known content. However, the context encoder considers the structure of missing regions only during training but not during inference, which will inevitably cause ambiguity and error in the results. Based on the context encoder network, the authors in [18] added a local adversarial loss and a semantic parsing loss to train the model to ensure pixel faithfulness and local content consistency, but ambiguity is still present in the results when missing regions have arbitrary shapes [13].

When considering GANs, if some constraints can be provided in the generating process, such as forcing the generated image to be similar enough to the corresponding part of the known region of the inpainting image, then we can find the best matching latent space representation closest to the natural image manifold without specifying any explicit distance based loss. Then, the image can be restored by fusing the image generated by the GAN and the known region of the inpainting image. In other words, the image can be completed by blending the image generated by the GAN and the known regions of the inpainting image [13] (known as “DIP,” Image Inpainting with Deep Generative Models). In spite of this success, some challenges still exist in face inpainting. Firstly, human faces have a definite geometric distribution, and
hence any face inpainting method based on deep learning must consider the geometric structure loss in the process of restoration. Secondly, coherence is very important in face inpainting and must be considered in the process of face image completion.

To address these two concerns, this study develops a face inpainting network that promotes content continuity and structural consistency. On the one hand, we apply the experience gained from traditional image inpainting methods in our method. That is, more attention should be paid to the continuity of the inpainted region boundary, so we increase the weights for content loss and structural loss at the boundary portions of the region to be repaired, which can ensure the continuity of content in the repair results. On the other hand, for the face completion problem, the rationality of the overall structure of the repair results is very important. Accordingly, we add the structural loss in the generation process to ensure that the generated image has a structure that is as similar as possible to the face image to be repaired. The procedure of the proposed method is as follows. In the first stage, a deep generative model is trained using face samples. In the second stage, a face image is iteratively generated that is “closest” to the input face image. For the iteratively generated image with a combination of adversarial loss, content loss and structural loss, the loss weights near the repair border regions are increased. In the last stage, the image blending method is used to fuse the known region content of the corrupted image and the corresponding generated content to the unavailable region in the original damaged face image. We evaluate our method on the CelebA and SiblingsDB datasets with different shapes of the missing area in an image. Results demonstrate that compared to the traditional methods, our method can implement semantic restoration, and compared to the benchmark DIP method, our method can obtain more realistic and reasonable results (as shown in Figure 1).

The main technical contributions of the proposed method are summarized as follows:

- A novel network is developed to complete semantic face image inpainting from masked face images. This method generates samples that are more similar to the inpainting face image by adding structural loss and applying an adaptive weight strategy to the face generation model.
- A novel structural loss measurement method based on structural similarity index (SSIM) values is introduced, which includes the SSIM value calculation method for the image to be
2. RELATED WORK

2.1. Image Generation

Owing to the good high-level semantic capture capabilities of the variational auto-encoder (VAE) [19] and GAN, a large number of image generation methods [12,20,21] have been proposed recently. The VAE methods usually use the pixel-wise L2 distance (Euclidean) loss between the generated image and original image to train the network. However, because the Euclidean distance is used to minimize the average value of the difference between all input and output pixels, it will inevitably cause ambiguity. By contrast, GANs are known to generate sharper images compared to VAE. Especially for a particular type of image, GANs can generate samples that are difficult to distinguish between true and false [7].

The DIP method [13] is a semantic face inpainting algorithm based on this idea. In the DIP method, image inpainting is performed by adding the content loss between the image’s available information and the corresponding generative samples to constrain the iterative generation of the GAN; specifically, the L1-norm is used to define the content loss. Owing to its very good repair results, the DIP method has become a contemporary benchmark method. In [21], the authors proposed an improved DIP method. They present a semantically conditioned GAN, which increases the conditional information to constrain the GAN, to map a latent representation to a point in the image manifold based on the underlying pose and semantics of the scene. This method has been successfully applied to face restoration in video sequences.

Our method also represents an improvement to the DIP method. Unlike [21], we do not use the facial semantic map as a condition for the face generation network and instead emphasize the importance of the facial structure for face completion by increasing the structure loss weight in the face generation network directly. In addition, we focus on the repair of a single image, while the method in [21] extracts the facial semantic map based on a video sequence. However, because these methods are based on image generation, they are all based on deep convolutional GAN (DCGAN), which is a network that adds a deep convolutional network structure to GAN. Technical details follow.

GANs consist of two separate neural networks, where one of the neural networks is referred to as “G”, which stands for the Generator, and the other neural network is called “D”, which is a Discriminator. The objective function of GAN is a zero-sum or minimax two-player game, where the players are G and D. Numerous recent studies have proposed improvements to the original GAN for image generation, for example, DCGAN [7], Improved GAN [22], Conditional GAN [6], LAPGAN [23], iGAN/GVM [24], pix2pix GAN [25], StackGAN [26,27], PPGN [28] and so on. These different methods mainly focus on adjusting the network architecture and the loss function used to train the network, and make the final result satisfy the corresponding application.

DCGAN [7] is widely used in image generation applications because it can generate much sharper images. We use a pre-trained DCGAN, which greatly improves the stability of GAN training, to generate the face in our proposed face inpainting network. The DCGAN architecture is described in Figure 2, where the discriminator network D takes in both the prediction of G and ground truth samples and attempts to distinguish between true and false samples, while G attempts to mislead the discriminator D to the greatest extent possible. This goal can be represented mathematically as follows:

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim \text{data}} \left[ \log D(x) \right] + \mathbb{E}_{z \sim \mathcal{N}(0, I)} \left[ \log (1 - D(G(z))) \right]
\]

where \(p_{\text{data}}(x)\) and \(p_z(z)\) represent the distributions of real data \(x\) and noise variables \(z\).

2.2. Image Loss Measurement

Although DCGAN can generate a sample image that appears to be a real image, DCGAN cannot be directly applied to the image inpainting task. This is mainly because of the fact that the image generated by DCGAN may not be related at all to the provided corrupted image. Therefore, an effective method for applying DCGAN to image inpainting is to constrain the image generation of DCGAN through the information in the image to be repaired, so that the generated image is sufficiently similar to the image to be repaired. To accomplish this, the measurement of the similarity between the generated image and the provided corrupted image must be considered.

Image similarity measurement methods include image content-based methods (e.g. sum of squared differences (SSD)), image pixel statistics-based methods (e.g. variation of square error (VSE)), image structure-based methods (e.g. the SSIM [29]), and information theory-based methods, such as normalized cross-correlation, Kullback–Leibler (K–L) divergence, and others. For example, the PatchMatch method uses the L2 distance to measure image patch matching. Considering that pixel-wise metrics tend to reflect the overall difference between the two images, this type of measurement does not involve the direct correlation between images. It is well known that face images have clear structural correlations. According to the well-known visual psychology theory (Gestalt theory), the human eye is particularly sensitive to structural information in images. Therefore, in the generation process of the proposed method, in addition to using the content loss used in DIP to measure the face difference, an image difference metric based on the structural information of the face is added. Specifically, we adopt SSIM, which can measure image similarity based on brightness, contrast and structure, to measure the structural loss of the generated face image.

SSIM was proposed by the Laboratory for Image and Video Engineering at the University of Texas at Austin [29]. Given two images \(I_1\) and \(I_2\), the SSIM of the two images can be calculated as follows:
where $\mu_1$ is the average of the brightness of the image pixels in $I_1$, $\mu_2$ is the average of the brightness of the image pixels in $I_2$, $\sigma_1^2$ is the variance of $I_1$, $\sigma_2^2$ is the variance of $I_2$, and $\sigma_{1,2}$ is the covariance of $I_1$ and $I_2$, $c_1 = (k_1L)^2$ and $c_2 = (k_2L)^2$ are constants used to maintain stability. $L$ is the dynamic range of the pixel values in the images. From past experience, $k_1 = 0.01$ and $k_2 = 0.03$.

In terms of the implementation of image structural similarity theory, SSIM defines structural similarity from the perspective of image composition and independent brightness and contrast. In this fashion, SSIM can well reflect the differences in the structural properties of objects in different images.

3. METHOD

3.1. Network Architecture

For the semantic image inpainting methods based on deep generative models, the issue of image restoration is not considered at the network training stage. That is, adversarial training takes place in GAN using non-damaged real samples and generated samples, so that "G" has the capability to generate as many real samples as possible, and "D" has the capability to distinguish true samples from false. Then the repair of a corrupted image $I$ can be transformed into the process of generating a new sample $S$ that has very similar content corresponding to the known part of the inpainting image generated by $G$. In order to achieve this goal, we need to iteratively modify the newly generated image $S$, and the basis for the modification is to reduce the difference between the regions of $S$ corresponding to the known regions of the corrupted image $I$. Figure 3 shows the framework for image inpainting based on deep generative models.

According to the framework of Figure 3, the image inpainting process is to generate a new sample $S$ from the noise signal $z$ firstly, and then the element value in signal vector $z$ is updated using back-propagation based on the discriminator loss of $S$ and the different losses between $S$ and $I$. After modifying $z$ iteratively, we can recover the encoding $z$ that is “closest” to the corrupted image.

3.2. Objective Function

We first introduce the discriminator loss $L_d$, which is different from the GAN optimizing function given by Formula (1), because in image restoration, there is no real sample image input to the network. That is, only the discriminator loss of the new generated samples is available. The discriminator loss $L_d$ is thus defined as follows:

$$L_d(z) = \log (1 - D(G(z)))$$

(3)

By using $L_d$, the network can continuously update $z$ to fool $D$, which ultimately leads to a more realistic corresponding generated image.

Regarding the reconstruction loss $L_r$, with respect to the generator, in DIP, the masked L1 distance between the network $G$ output and the original image are used. By using additional discriminators, DCGAN can generate clearer sample images. However, if only $L_r$ is added, the structure consistency between the generated image and the original image cannot be guaranteed, which will inevitably lead to errors in the repair results, as shown in Figure 1. Especially when filling large missing regions, we must take greater advantage of the
remaining available data in the image to be inpainted. In practice we apply the context loss and structure loss to capture such information. In the DIP method, the authors found that the $L_1$-norm performs slightly better than the $L_2$-norm in the semantic inpainting method based on deep generative models. For the context loss $L_c$, we also use the pixel-wise $L_1$-norm in our method. In order to ensure the consistency of the face structure after inpainting, we introduce the structural loss $L_s$ based on SSIM, and introduce the adversarial loss $L_d$. The overall loss function is thus defined by:

$$L = \lambda_1 L_d + \lambda_2 L_c + \lambda_3 L_s$$ (4)

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are the weights used to balance the effects of the different losses.

To set reasonable weight values, an effective way is to normalize the various loss values. For example, although SSIM can well describe the structural similarity between two images, its range of values is 0 to 1; when the two images have greater similarity, its value is larger. The $L_1$-norm value on the other hand is smaller when the two images are more similar. Therefore, the SSIM value cannot be used for structural loss of the inpainting network directly, and the SSIM value representing the similarity of two images must be converted into a structural difference representation between two images. The simplest conversion method is that using the value of $1 - $SSIM to express the structural loss. In order to unify all losses (the $L_d$ loss and the $L_c$ loss in particular are not at the same levels generally), we need to normalize both the $L_c$ loss and $L_s$ loss. The method we use is to generate a sufficient number of samples from a specific data set used to train $G$, and then use a number of randomly selected test samples to calculate their SSIM values and $L_1$ values, and finally the normalized parameters are selected according to the statistical results to achieve normalized processing adapted to the training data set. Figure 4 shows scatter plots of SSIM values and $L_1$-norm values between 64 test set images and 12800 images generated by DCGAN trained on the CelebA data set.

We calculate the mean $\mu_c$ and standard deviation $\sigma_c$ of the SSIM values for 64 test samples and all generated images, and use $\mu_c - 3 \sigma_c$ as the minimum value $s_{min}$ of SSIM values and $\mu_c + 3 \sigma_c$ as the maximum value $s_{max}$ of SSIM values; the normalized value of $L_c$ can then be calculated by Formula (5). The normalization of $L_c$ can be achieved by the same method, namely, we calculate the mean $\mu_s$ and standard deviation $\sigma_s$ of the $L_1$-norm values for 64 test samples and all generated images, such that $c_{min} = \mu_s - 3 \sigma_s$ and $c_{max} = \mu_s + 3 \sigma_s$. The formula is given in (6).

$$L_c(I_1, I_2) = \begin{cases} 1, & \frac{ssim(I_1, I_2) - \mu_s}{\sigma_s} \\
0, & \frac{ssim(I_1, I_2)}{\sigma_s} \end{cases}$$ (5)

$$L_s(I_1, I_2) = \begin{cases} 1, & \|I_1 - I_2\|_1 > c_{max} \\
0, & \|I_1 - I_2\|_1 \leq c_{min} \end{cases}$$ (6)

In the equations, $D_{sim}(I_1, I_2)$ represents the SSIM values of images $I_1$ and $I_2$ and $\|I_1 - I_2\|_1$ represents the $L_1$-norm of the difference between images $I_1$ and $I_2$.

In addition to the $L_d$ loss calculated by the discriminator network $D$ based on the generated sample, $L_c$ and $L_s$ are used to retain the available data of the input corrupted images. For each inpainting image $I$, assume that the missing pixels are indicated by a “mask” matrix $M$, and each element in $M$ encodes the pixel status, namely “1” for an existing pixel and “0” for a missing pixel. In the traditional exemplar-based inpainting methods, it is considered that the more information that is known around a pixel, the higher the repair priority of the patch where the pixel is located. This inspired us to increase the penalty for the loss in areas close to the missing region border. In other words, the closer a pixel is located to the repair boundary, the greater the penalty assigned to the loss.

To achieve this goal, we propose a weighted loss matrix $W$ for the $L_c$ and $L_s$ losses. $W$ is used to indicate the weight of the pixel loss penalty around the contour of the repair area. The element values in $W$ can be obtained by $M$, similar to the confidence term [30], which has been used in exemplar-based image inpainting methods.
We also set a block size parameter \(k\). Then \(W\) can be calculated as follows:

\[
W(p) = 1 + \alpha \left( \sum_{q \in \Phi_p} \frac{(O - M)}{k^2} \right)
\]

where \(O\) is an all-ones matrix of the same size as \(M\), \(\Phi_p\) is a patch centered at pixel \(p\) with size \(k \times k\), and \(\alpha\) is a constant.

Through the calculation of Formula (7), the weight values of the pixels far from the repair contours (where the distance is greater than \(k\)) will be 1, and for the pixels near the repair contours, the weight values will increase according to the number of unavailable pixels nearby, which can ensure that greater loss penalty weight values are set for pixels closer to the repair border.

Thus, for each input corrupted face image \(I\), the weighted multiple constraints loss function of our method is:

\[
L_I = \lambda_1 \text{Log}(1 - D(G(\hat{z}))) + \lambda_2 L_c(W \odot M \odot G(z), W \odot M \odot I) + \lambda_3 L_s(W \odot M \odot G(z), W \odot M \odot I)
\]

where \(\odot\) represents an element-wise product.

Figure 5 shows the results for image inpainting using each of the three losses independently. Figure 5(c) shows that the inpainted regions in the results using only the \(L_d\) loss constraint produce clear face structure information; however, as there is no constraint added to the repair process by using other information available in the images to be repaired, the generated face images are not related to the samples to be repaired, and the repaired results are correspondingly unreasonable. In the inpainting results using only the \(L_c\) loss constraint (Figure 5(d)), the repaired regions have a certain correlation with the input corrupted face images, but there is obvious blurring. We were surprised to find that by using only the \(L_c\) loss as a constraint, face image inpainting can produce very good repair results (Figure 5(e)), which demonstrates that considering the structural loss is critical for image completion of images with obvious high-level semantic features.

### 3.3. Blending Results

By using a back-propagation algorithm based on the total loss of \(L_d\), \(L_c\), and \(L_s\), we can update the input signal \(z\) iteratively and thus obtain the closest \(\hat{z}\) in the latent representation space of the corrupted image. However, unlike the traditional inpainting methods in which repair processes are carried out by diffusing the information from the repair contours in the missing region gradually, the inpainting methods based on deep generative models must stitch the generated loss blocks into the corrupted images. Therefore, it is necessary to use a blending method to ensure the natural transition of the image blocks from different images. Poisson blending [31] is used in our method to reconstruct the final results.

For an input corrupted image \(I\), it is assumed that the most similar generated image is \(T = G(\hat{z})\) by iterative updating. By using the Poisson blending method, the reconstruction process of the final result image, \(F\), follows four steps: The first step is to calculate the gradient field of \(I\) and \(T\), the second step is to merge the gradient fields of \(I\) and \(R\) according to the mask \(M\), that is, replace the gradient field of the corrupted region in \(I\) with the corresponding region gradient field in \(T\). The third step is to calculate the divergence of the merged gradient field. Finally, according to the Poisson reconstruction equation, the coefficient matrix is solved to obtain the reconstructed image regions corresponding to the input corrupted image. In Figure 6, we used gray scale images to illustrate the process clearly, and an illustration diagram of the...
blending process is shown. In Figure 7, we present a comparison of several sets of inpainted results obtained with and without the blending method. The experimental results demonstrate that the final inpainting quality is improved significantly by the blending process.

3.4. Implementation Details

To generate sample images which are very close to the input face image, we make full use of the available information in the input image to restrain the generation process of the deep generative models (G and D). In our experiments, DCGAN is trained using the CelebA dataset, which consists of 202,599 face images (of which 2000 face images were reserved as a dataset for testing). After training, a 64 × 64 × 3 image can be generated from a 100–dimensional vector using model G. For discriminator model D, the input is an image with dimensions of 64 × 64 × 3 and its output is fed to a two-class softmax. The full architecture details can be found in [7]. The normalized parameters are set as $s_{\text{min}} = 0.1198$ and $s_{\text{max}} = 0.8431$. (For 64 × 12800 SSIM values, the mean $\mu_s = 0.4836$, the standard deviation $\sigma_s = 0.1198$, $s_{\text{min}} = \mu_s - 3 \times \sigma_s$, $s_{\text{max}} = \mu_s + 3 \times \sigma_s$, $c_{\text{min}} = 739$, and $c_{\text{max}} = 4861$ are set. (For 64 × 12800 L1-norm values, the mean $\mu_c = 2800$, the standard deviation $\sigma_c = 687$, and $c_{\text{min}} = \mu_c - 3 \times \sigma_c$, $c_{\text{max}} = \mu_c + 3 \times \sigma_c$). The difference loss weights are set as: $\lambda_d = 0.003$, $\lambda_c = 0.2$, and $\lambda_s = 0.797$ in all experiments. The values for these loss weights are set based on experience. In fact, through Figure 5, we can clearly see that the maximum weight should be given to the structural loss to ensure good repair results. The parameters in Formula (7) are set as: $k = 7$ and $\alpha = 2$, and their values are also set based on experience. Note that $k$ cannot be too small; otherwise it cannot ensure the consistency of the repair contours. In all experiments, the number of iterations is set to 1000 to ensure convergence of the generated face image.

4. EXPERIMENTAL RESULTS

We carry out extensive experiments to demonstrate the capabilities of our proposed method compared to DIP, the state-of-the-art method for semantic face inpainting. Specifically, it includes various standard mask repair comparison experiments, arbitrarily
Figure 6  Image blending processing illustration; (a) original image; (b) inpainting result with blending process; (c) inpainting result using the direct stitching method; (d) the masked input image; (e) the gradient field of (d); (f) iterative generated sample image; (g) the gradient field of (f); (h) merged gradient field by combining (e) and (g); and (i) divergence of the merged gradient field.

(masked face image repair comparison experiments, different face database comparison experiments, and a large number of pixel loss completion experiments.

4.1. Qualitative Analysis

In order to qualitatively analyze the performance of the proposed method, we compare the method with the DIP method. Figure 8 shows the repair results of the DIP method and our method in the case of center-masked images. Figure 9 shows the repair results for various standard masked images, and Figure 10 shows the repair results for arbitrarily masked face images.

In the six groups of experimental results given in Figure 8, our method achieved better repair results than the DIP method. There are richer face structures and more coherent edges in the proposed method; these properties make the overall repair results more
Figure 8 | Comparison between DIP method and our method for center-masked images.

Figure 9 | Comparison between DIP method and our method for standard masked images.
reasonable. In Figure 9, except for the first group of experiments, which repair the upper half of the whole face image, the two methods are not ideal, while the other experimental results using the proposed method achieve better results. In addition to the advantages shown in Figure 8, more consistent facial skin is achieved in our results, and some experimental results have achieved amazing results in which it is difficult to find the repair traces to human eyes. In Figure 10, four different arbitrarily masked inpainting results are shown, and compared with the original images, there are obvious blurred marks in the results using DIP, and unique objects in the face images are more obvious (as shown by the results in the first line).

The effectiveness of the proposed method is verified by qualitative analysis through the three experiments and the results shown in Figures 8–10. The experimental results demonstrate that the final restoration results are more reasonable when the structural loss and adaptive weight strategy are applied.

4.2. Quantitative Analysis

To further verify the effectiveness of the proposed method, we compare the experimental results obtained by randomly discarding 20%, 40%, 60% and 80% of the pixels in an image. The visual experimental results are shown in Figure 11, where the first row to the fourth row show the inpainting results when discarding 20%, 40%, 60% and 80% pixels, respectively. The advantages and disadvantages between the proposed method in this paper and the DIP method are difficult to distinguish by the human eye in these results. Therefore, quantitative analysis results are presented in Table 1, and the peak signal-to-noise ratio (PSNR) and SSIM values of the inpainted images and the original unmodified images are compared. Note that the proposed method obtains relatively higher PSNR and SSIM values.

### Table 1 | PSNR values (dB) and SSIM values comparison between DIP and our method based on different proportions of missing pixels.

<table>
<thead>
<tr>
<th></th>
<th>DIP</th>
<th>Ours</th>
<th></th>
<th>DIP</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20%</td>
<td>19.8658</td>
<td>0.9517</td>
<td>20.0649</td>
<td>0.9533</td>
<td></td>
</tr>
<tr>
<td>40%</td>
<td>19.0177</td>
<td>0.8975</td>
<td>19.9802</td>
<td>0.9089</td>
<td></td>
</tr>
<tr>
<td>60%</td>
<td>18.2592</td>
<td>0.8547</td>
<td>19.8783</td>
<td>0.8892</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>15.7974</td>
<td>0.7823</td>
<td>19.7447</td>
<td>0.8461</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Limitations

All of the above experiments are based on the CelebA data set, and the test set is also from CelebA. On the trained network, we therefore use the data from other data sets to carry out further experiments. Figures 12 and 13 show the experimental results when using images from the SiblingsDB data set, and Figure 14 shows the repair results of the Asian face data set.

Although our method is capable of obtaining semantically pleasing inpainting results, even on images not used to train the network, it has some limitations. Through the results shown in Figures 12–14, we can find similar failure cases for both DIP and our method. This is because the CelebA data set images are roughly cropped and aligned, while the other data sets are not processed in this manner.

The generation model used in all experiments was DCGAN trained using images from the CelebA dataset, and it is difficult to obtain good results for face images that are not rich in the data set. As shown in Figures 14, the results for the two methods on Asian face images are unsatisfactory.

5. CONCLUSION

In this paper, we apply the experience gained from traditional image inpainting methods to semantic face inpainting based on
Figure 11 | Comparison between DIP method and our method when randomly discarding of the pixels in an image.

Figure 12 | Comparison between DIP method and our method for images from SiblingsDB with center mask.

Figure 13 | Comparison between the DIP method and our method on SiblingsDB images with arbitrary masks.
deep generative models, and through many experiments, the proposed method is proven effective for face inpainting. Compared with traditional image inpainting methods, the proposed method can achieve semantic face completion and its advantages are easily discerned. Compared with the DIP benchmark method proposed recently for semantic face inpainting, the proposed method can enhance content continuity and structural consistency and yield more reasonable inpainted results.

Although we have made some progress in face inpainting, there remains room for further improvement, and we propose the following promising directions for future work.

- **Standard face model and corresponding representation loss function**: The importance of a face’s structural information for face inpainting has been demonstrated in this paper, and it is well known that the standard face model is a basic feature of a face’s structure [32]. How to obtain the standard face model of the corrupted face image and represent the obtained result as a loss function will be a very valuable research contribution [33].

- **Symmetric feature and corresponding representation loss function**: Another basic feature of the face structure is symmetry [34], which is also a high-level semantic feature of the face. It is highly desirable to be able to represent and apply face symmetry feature(s) to face inpainting effectively.

- **High-resolution face inpainting and synthesis**: Notwithstanding GANs and other models that have greatly improved the quality of face completion, high-resolution face inpainting remains an open problem [35]. A synthesis approach may be an effective way to solve this problem [36].

In the future, we hope that more applications based on face image inpainting will be developed and applied in real life.
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