Raw Grain Price Forecasting with Regression Analysis
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Abstract. Grain price stability and food security are important in all countries. The accurate forecasting of grain price can help the farmer, grain processing enterprise and government make wise decision. A raw grain price dataset is formed with public available data and the raw grain purchase price index is set as the target variable to predict. Three regression models of multivariate linear regression, shallow artificial neural networks and long-short term memory (LSTM) are studied in this paper. Comparative analysis results show that artificial neural network model outperforms the other models in price forecasting on a small dataset. To improve the prediction accuracy of LSTM, the sampling frequency must be increased to get more data to learn the trend and seasonality of grain price.

Introduction

Grains are the harvested seeds of various food crops for human or animal consumption. Generally, raw grain is the collective name of unprocessed food such as wheat, corn, rice soybeans, etc. In China, the annual output of raw grain has exceeded 600 million tons since 2013. Raw grain tends to be the basic natural resource for food products, animal feeding stuff and industrial energy. The grain price is one of the important economic factors that will influence farmer income and company profit. Although almost all the countries have their policies to smooth out the grain price volatility, grain price forecasting analysis is still very important for economic development and food security [1].

Raw grain price forecasting is one of the typical problems of time series analysis. Some models can be used to predict future price given previously observed data. For example, the statistical model of AutoRegressive Integrated Moving Average (ARIMA) is capable of dealing with stationary and univariate time series [2]. As the amount of data is increasing, we can have many variates in time series. Then, we can transform the time series into a supervised learning problem. Many intelligent techniques based on machine learning have been proposed in recent years.

Classification and regression are two major tasks of machine learning [3]. For price forecasting, sometimes we just want to know whether the price will go up or down. It can be treated as a binary classification. While in most situations, we want to predict a continuous and accurate value of the price. So the regression models can be used to predict gran price.

The linear regression can model the relationship between some features and a target response. So we can explore the relationship of grain price and its related factors. Then find the best-fitting line through the sample points. In [3] the linear regression model was used to predict the house price. Artificial neural network (ANN) is one of the most accurate methods for time series forecasting and it has been used in price forecasting of agricultural products [4] and stock [5].

With the development of deep learning [6], the recurrent network and long-short term memory (LSTM) are designed for the processing of sequence data. LSTM is a variant of RNN and provide a solution to the problem of gradient vanishing in RNN. It has proven to be good at emotional analysis and stock price prediction [7][8].

Grain price forecasting is a challenging task. The future price of grain is dependent on many factors such as weather, planting area, supply and demand, and exchange rate. Unfortunately, some important factors are hard to collect from public data. We select the purchase price index, selling price index, exchange rate, and some related consumer price indexes as the features to form a grain
price dataset. The monthly data of grain price are from public web site. As raw grain stands for all of the unprocessed grain, its purchase price is more stationary than the common price of wheat and corn. We focus on the purchase price forecasting of raw grain with different regression models. If we can accurately predict the price of grain, then it is a very good news to increase farmers’ income and ensure the profits of grain processing enterprises.

**Raw Grain Price and Its Related Factors**

The grain purchase price is the actual money paid to grain producers for buying grain with certain weight or volume. In practice, the price index is more common to use. Index of purchase price (PPI) of grain indicates the purchase price relative trend and fluctuation during a given interval of time. In Hebei market price monitoring system of grain and oil [9], PPI is a percentage number that shows the extent to which a price has changed comparing with the price in 2008. 2008 is a reasonable base year for grain price index as we can collect stable and abundant data since that year in China.

The purchase price of raw grain is affected by many factors such as seasonality, supply and demand, policy and macroeconomic situation. Considering the variety of grain circulation, it is hard to obtain accurate data of grain supply and demand. In addition to the historical data, we can take the grain selling price index, consumer price index and exchange rate as the features to predict grain purchase price. Consumer price index (CPI) is one of the most frequently used statistics for identifying periods of inflation. According to the standard of consumer expenditure classification (2013), grain, aquatic, vegetable and fresh fruit belong to the same broad category of food in CPI statistics. National Bureau of Statistics of China [10] publish many detail data about consumer price index every month. These detailed consumer price indexes will be more related to the grain purchase price. So the raw grain price dataset contains the following information: PPI(index of purchase price), SPI(index of selling price), ER(exchange rate), G-CPI(consumer price index for grain), A-CPI(consumer price index for aquatic), V-CPI(consumer price index for vegetables), and F-CPI(consumer price index for fresh fruit).

**Grain Price Regression Analysis**

In machine learning, regression analysis methods can be used to predict a continuous value of a time series. The past grain purchase price as well as its related features are utilized for future grain price forecasting. We will use some traditional regression methods such as linear regression and neural network. And a deep learning model of LSTM is designed to predict grain price.

**Multiple Linear Regression**

The relationship between raw grain price and its related factors can be modeled with multiple linear regression. The multiple linear regression model is defined by the following equation:

\[
\mathbf{y} = b_1 x_1 + b_2 x_2 + L + b_k x_k + \epsilon = \sum_{j=1}^{k} b_j x_j + \epsilon
\]

where, \(b_i\) represents the coefficient of the explanatory variable. And \(\epsilon\) is the random error of the prediction.

We can use the classical least-square method to estimate the model parameters of multiple linear regression. The cost function described in (2) is to minimize the sum of squared errors.

\[
Q = \min \sum_{i=1}^{n} (\hat{y}_i - y_i)^2
\]

where, \(\hat{y}_i\) is the predicted value using formula (1). And \(y_i\) is the real price in the dataset. To implement the regression model, we can call function fit of LinearRegression() in the famous machine learning package of scikit-learn.
Artificial Neural Network

Artificial neural networks (ANN) are the biologically inspired models which enables a computer to learn from observational data. ANN has a large number of artificial neurons to process information. A typical ANN consists of input layer, hidden layer and output layer. As traditional ANN does not have so many hidden layers, it is called shallow neural network. ANN can be used to estimate or approximate complex functions that can depend on a large number of inputs. It is one of the most accurate methods to understand relationships between variables, evaluate trends, predict agricultural products price or predict stock price.

Neural networks are good at time series analysis. We can design a price forecasting network with the structure described in Figure 1. Then we can predict the future grain price $y(t)$ from past values of that time series $y_j$ and past values of its related features $x_i$. The nonlinear regressive function of the network can be written as (3).

$$y(t) = f([x_1,L,x_{t-d}],[y_1,L,y_{t-d}])$$  \hspace{1cm} (3)

Here are the steps to design and train a neural network. First, define the structure of network and set the parameters such as the number of neurons in hidden layer. Then, train your network on the training dataset. Calculate the loss function and feed backwards to improve the network. Finally, evaluate the network performance on the test dataset.

Long Short-Term Memory Network

Recently, many models based on deep learning have been proposed for time series[6]. Recurrent Neural Networks (RNN)[11] are a set of powerful artificial neural network algorithms by adding internal feedback loop to their past decisions. There have been incredible success applying RNNs to sequential data processing such as speech recognition, machine translation, natural language processing and video understanding.

Long Short-Term Memory (LSTM) [12] is an improvement of RNN and proves to have good performances in time series learning[13]. As illustrated in Figure 2, LSTM can maintain contextual information as well as temporal behaviors of events. An LSTM layer learns long-term dependencies between time steps in time series. By using the multiplicative gates to improve gradient flow, LSTM layers can learn more context information in a long sequence.

The architecture for a single LSTM cell is shown in Figure 2. An LSTM block typically has one or more memory cells, input gate, output gate, and a forget gate in addition to the hidden state in traditional RNN. In Figure 2, $x_i$ denotes the input; $h_j$ denotes the hidden state which contains the output of the LSTM layer for this time step; $c_t$ denotes the cell state to store the LSTM memory; $f_t$ is the forget gate; $g$ is the memory cell; $i_t$ is the input gate and $o_t$ is the output gate.
At time step $t$, the LSTM block takes the previous state of the network $(c_{t-1}, h_{t-1})$ and the current input of the sequence $x_t$. The output of the layer can add information to or remove information from the cell state by multiplying the weights in the cell state and other gates. Then, update the cell state $c_t$ and $h_t$. The weights and biases are used to control the extent of information flowing into or remaining in the cell to compute the output activation of the LSTM block.

**Experimental Results and Analysis**

First, we will take a look at the grain price dataset, which contains information about raw grain prices index and consumer price index. We collect the data from Grain Information Center of Hebei Provence [9] and the National Bureau of Statistics [10]. The data of price index was sampled every month from 2013 to 2017. The first five lines of the dataset is listed in Table 1. Then we implemented the proposed regression analysis models presented in the previous section on this dataset. The experiments were implemented under Python 3.6 with scikit-learn 0.20.3 and tensorflow 1.13.1 on a computer with Core(TM) i5-4570 and 4GB Ram.

<table>
<thead>
<tr>
<th>Date</th>
<th>PPI</th>
<th>SPI</th>
<th>ER</th>
<th>G-CPI</th>
<th>A-CPI</th>
<th>V-CPI</th>
<th>F-CPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>201301</td>
<td>106.61</td>
<td>108.7</td>
<td>627.87</td>
<td>108.8</td>
<td>103.6</td>
<td>104.5</td>
<td>88.3</td>
</tr>
<tr>
<td>201302</td>
<td>107.97</td>
<td>109.78</td>
<td>628.45</td>
<td>109.3</td>
<td>104.3</td>
<td>112.8</td>
<td>97</td>
</tr>
<tr>
<td>201303</td>
<td>106.46</td>
<td>108.2</td>
<td>627.43</td>
<td>109.5</td>
<td>103.2</td>
<td>105.4</td>
<td>100.2</td>
</tr>
<tr>
<td>201304</td>
<td>105.83</td>
<td>106.84</td>
<td>624.71</td>
<td>109.3</td>
<td>102</td>
<td>106</td>
<td>101</td>
</tr>
<tr>
<td>201305</td>
<td>105.05</td>
<td>105.77</td>
<td>619.70</td>
<td>109.2</td>
<td>100.8</td>
<td>105.2</td>
<td>102.3</td>
</tr>
</tbody>
</table>

Before implementing different regression models, the data should be preprocessed in advance. First, to handle missing data is very common in data science. The average of weekly data is used for three missing data of exchange rate in 2016. Then, the data are normalized to avoid the influence of the different scale of the original variables. As the value of ER is larger than other features, it will assign more weight to ER without normalization. In order to obtain better fitting and prevent training divergence, we scale the features to a fixed range of [0 1]. The same scaling operation will be applied to the test data. Finally, we split the grain price dataset into a training set and a testing set. The first 80% of time series is considered as training set. And the last 20% is used for model evaluation. That means we use the historical data of the past 4 years to predict the grain price in 2017.

Figure 3 shows the original series of raw grain purchase price index. As we want to predict an exact future value of the price, the loss function for the regression models is defined as mean squared error(MSE). MSE is a useful measurement to calculate the degree of model fitness.
With the linear regression model, the variables are PPI, ER, G-CPI, A-CPI, V-CPI, F-CPI. We fit the multiple linear regression model on the training dataset. The coefficients of the linear regression model are [22.86, 0.77, 1.13, -0.0081, -0.63, 2.22] and the constant term of the model is 87.62. Figure 4 shows the predicted price index and the mean squared error on test data is 1.196.

We design a simple shallow neural network which has only one hidden layer to predict grain price. There are 20 neurons in the hidden layer. The training function is Bayesian regularization backpropagation. Figure 5 shows the predicted price and the mean squared error on test data is 1.095.

As the dataset is small, we define a simple LSTM according to Section 3. The LSTM has four hidden layers which have [20, 20, 50, 20] units to remember the long short memory. The first layer is the input layer to input the 7 features to the network. And the last layer is a regression layer to map a sequence to the output prediction. After training the LSTM, the predicted price index on test data is illustrated in Figure 6 and the mean squared error is 2.821.
We can calculate the prediction accuracy by the ratio of MSE to the mean purchase price index on test data. The experiment results show that all the prediction accuracies of the proposed models are more than 97%. The multiple linear regression model can learn the trends of the real price, but it shows the obvious positive bias. The model of shallow artificial neural network has a better performance than other models. The LSTM does not show its advantages as it has not enough data to learn the seasonality of grain price and long-term dependence.

Conclusion
Accurate prediction of grain price is essential for avoiding panic selling and unwise purchases. We demonstrate how past publicly-available data can be used to predict future grain prices. Three typical regression models were examined to forecast the purchase price index of raw grain. Experimental results show that all the models are applicable to time series analysis and achieve accurate price prediction results. The results also show that traditional models outperform the deep learning model of LSTM. The primary reason is that there are not enough data for deep learning networks to learn the features and trends of the grain price. In the future work, we will collect the daily or weekly grain prices of more than ten years to train the deep networks. Some advanced models such as temporal convolutional network (TCN) [14] can be used for grain price forecasting. In this paper, we focus on forecasting spot prices of raw grain, and the techniques covered could be applied to more challenging grain futures prices.
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