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Abstract

Neural network language models become the main tool to solve tasks in NLP field. These models already have shown state-of-the-art results in classification, translation, named entity recognition and so on. Pre-trained models are distributed freely in the internet, and could be reused with help of transfer learning techniques. However, the real life problem’s domain could differ from the origin domain which the network was trained. In this paper an approach to vocabulary expansion for neural network language model by means of hierarchical clustering is proposed. This technique allows to adopt pre-trained language model to a different domain. Firstly, tokens from the language model are hierarchically clustered. Then new words from problem’s domain are matched to the tokens accordingly obtained hierarchy. In the experimental part the proposed approach is demonstrated on the slightly modified ULMFiT language model.
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1 Introduction

Natural language processing (NLP) nowadays is a quickly developing area. NLP finds more and more new fields of application, for example in software analysis [16] and nutrition production [19]. Traditionally NLP tasks deal with long text collected in data sets, there statistic based method could be used. However, with the internet and social media development text tend to become shorter and shorter. A few years ago short text analysis was almost impossible, and only few papers were dedicated to study this problem [5, 3]. Nowadays, processing short texts is becoming a trend [7] in information retrieval [14]. Since the text has rarely external information, it is more challenging than document [20]. In order to solve this task different clustering techniques are used [3, 22]. Each clustering procedure needs a similarity measure [17], and the most used technique to obtain this measure in NLP tasks is word2vec [15].

Although the word embedding approach has shown good efficiency [2], lately an approach of construction neural network language models get a leading position in NLP benchmarks [21], almost every state-of-the-art results are obtaining by means of neural networks. But the process of neural network learning is quite long and computationally expensive.

Besides there are a lot of task in specific domains where there is no opportunity to teach special neural network. In this case the idea of transfer learning [11] looks very promising. Authors of ULMFiT propose using their universal architecture to train language model and then to tune them for specific NLP tasks. But in ULMFiT the tokens list is limited, authors recommend using up to 60 000 tokens. And as long as different word forms are treated as different tokens, ULMFiT’s vocabulary is even more limited. On the contrary, modern word embedding models [12] have 250-400 thousand of lemmas. Word embedding technique being combined with thesaurus could demonstrate even higher performance[13]. In case of Russian language with its huge possible word forms language model approach allows to construct general purpose neural networks like casual phases generator only. And does not allow to include specific terms, neologism, swear words, rare used words and so on. In ELMo [4] and BERT [6] words are split into parts and then fed to neural network. But these models take a lot of calculation resources and could be afforded by huge corporations like Google. There are some multilingual pre-trained ELMo [10] and BERT models. But as for now they demonstrate very poor performance for Rus-
sian language. For example 'wish you a Merry Christmas' really common phrase without double meaning could not be continued correctly by available models.

In this paper an approach to customization of pre-trained neural network language model to specific domain is proposed. This technique allows to process word outside the tokens list and thus to get benefits from transfer learning.

The rest of this paper is organized as follows. In section 2 the detailed technique description is presented. Section 3 shows an experimental results. And section 4 concludes the paper.

2 Language Model Customization

General idea of proposed approach is to add an extra layer of words pre-processing before the neural network language model (Figure 1).

![Diagram](Figure 1: Additional pre-processing layer)

This layer consists of two part: hierarchical classifier that groups words from neural network vocabulary and matching algorithm that matches new words to linear combination of words from vocabulary

\[
\text{new_word} = \text{weight}_1 * \text{word}_1 + \ldots + \text{weight}_N * \text{word}_N.
\]

2.1 Tokens Hierarchical Clustering

The first layer of neural network language model is an embedding layer which transforms one-hot encoded vectors into n-dimensional vectors of the embedding vectors space. Each coordinate of one-hot vector references to a word in a vocabulary of language model.

Let’s define \(W_{lm}\) – a set of words included in tokens list of neural network. The task is to organize words from tokens list into a tree, where leaf nodes contain single word \(w_i \in W_{lm}\), and other nodes are clusters that include all the words below in the hierarchy \(w_{kj} \in C_k \subset W_{lm}\). \(|W_{lm}| = N\).

This task could be completed by performing procedure which is a hierarchical modification\(\epsilon\) – clustering\[9\]. This procedure needs to be provided with a similarity measure for objects, let denote it as \(\mu\). There are a lot of pre-trained word embedding models for each language. This model provide a vector for each word and than the Euclidean or Manhattan distance could be calculated. In this paper the ‘ruwikiruscorpora_upos_skipgram_300_2_2019’\(^1\) model was used.

One of the main advantages of graph based approach is its ability to be interpreted by human. The classifier could be easily modified by experts to add information domain specifics\[8\]. At least all the words that are not from domain vocabulary could be cut of the classifier. On the Figure 2 a part of sample classifier is shown.

![Diagram](Figure 2: Hierarchical clustering sub-tree sample)

Thus a hierarchical classifier with additional layer information could be obtained.

2.2 Specific Domain Words Matching

The task of the matching step is to construct vectors for words from specific domain in order they could be processed by pre-trained neural network. These vectors should have N components, where N equals to amount of inputs of neural network \(N = |W_{lm}|\).

For each word \(w\) there are two possible cases. The word is already included into language model tokens list \(w = w_i \in W_{lm}\) and in this case corresponding vector \(v = (0, 0, \ldots, 1, 0, \ldots, 0)\), where component with 1 has \(i\) index. Another case when word \(w \notin W_{lm}\). In this case there are some possible strategies to get a vector form. The first one, and the most evident, is to replace a given word with the most similar one according to similarity measure \(\mu\). Means, to choose \(i, \mu(w, w_i) = \max(w, w_j)\forall j \in [1, N]\). This strategy does not require any classifier, but it is not efficient when there are some equidistant words in the tokens list, especially when they are significantly differ in their semantic meaning. In order to have an alternative way of matching, in the experimental part the first strategy also included.

In general case proposed technique is following:

1. If \(\max(w, w_j) = \mu(w, w_i) > 0, 9^2 \forall j \in [1, N]\) then

\(^1\)The model was downloaded from open resource \url{https://rusvectores.org/ru/models}

\(^2\)The value \(\epsilon = 0, 9\) was obtained by experimental way
\[ v = (0, 0, \ldots, 1, 0, \ldots, 0), \text{with } 1 \text{ on the } i\text{-th place.} \]

2. Start with \( \epsilon = 0.9 \) and find all the words \( W_{nn} = \{ w_j | n(w, w_j) > \epsilon, j \in [1, N]\} \). If \( |W_{nn}| = 0 \) then set \( \epsilon = \epsilon - \delta_i \). In this paper \( \delta_i = 0.05 \), according to hierarchical clustering procedure specifics.

3. Get all the clusters \( C_{nn} = \{ c_j | \exists i w_i \in W_{nn} \} \) i.e. all the parent nodes in classifier for leaf nodes in \( W_{nn} \).

4. Start with layer \( l = 0.9 \) and get all nodes from this layer \( L_l = \{ c_j | c_j \in C_{nn} \text{& layer}(c_j) = l \} \). If \( |L_l| > 2^3 \) then change \( l = l + \delta_l \) and move to the previous step. In this paper \( \delta_l \) has been chosen as 0.05, according to hierarchical clustering procedure specifics.

5. For each node (cluster) define a weight according the distance to the cluster center. \( weight = \mu(w, \text{cluster center}_i) / \sum_{j \in L_l} \mu(w, \text{cluster center}_j) \)

6. For each child node define weight the same as at the previous step and multiply to parent’s weight \( weight = \text{parent weight} \times \text{children weight} \).

7. Stop when all the leaf nodes get weights. All the other weights are set to 0. \( weight_i = 0 \forall i \notin W_{nn} \) As a result \( v = (weight_1, weight_2, weight_3, \ldots, weight_N) \)

This algorithm is illustrated on Figure 3. Firstly the similarity of word 'mount' to other words is calculated. The most similar words 'install', 'set up' and 'plug-in' were detected. Then layer by layer from the bottom to the top parent nodes are detected, until only 2 nodes left. Next, top-to-bottom process starts. Based on the distance to the cluster centers (0.8 and 0.71), node weights are calculated 0.53 and 0.47 respectively. And finally, weights for children nodes of 'cluster 3' are calculated. Thus a vector for word 'mount' will be (0, 0, 0.53, 0, 0.24, 0.23, 0, 0, \ldots).

![Figure 3: Matching process sample for word 'mount'](https://example.com/figure3.png)

Thus each word from the domain is converted into vectors in N-dimensional vector space. Besides even words that are present in language model token list could be re-matched to another words or set of words. This could be useful in case of word’s meaning is changed significantly in the domain. For example: 'mount', 'branch', 'bug' in software development domain.

### 3 Experiment results

For experimental purposes pre-trained neural network language model for Russian language with architecture ULMFiT has been chosen. This model has been trained on news portal (lenta.ru) and has perplexity 36.23.

All the most popular neural network language models take as an input sequence of words, to be more specific - sequence of words indexes in tokens list. This make difficult to use custom input vectors with pre-trained neural network. In this paper hard code solution was used: the 'fastai' library has been modified to change not used input components into hard coded vectors.

To show the technique some common phrases from developers chats is used:

1. 'who can mount a new hard drive?'
2. 'this part has a bug you need to fix it'
3. 'this abstract class does not satisfy to this interface'

The chosen language model does include 'mount', 'bug' in common meaning and does not include word 'interface' in its tokens list. The aim is to be able to proceed this sentences with pre-trained neural network.

The first step is to construct a hierarchical classifier. The input layer of the current network has 60 000 neurons. The resulting hierarchy has about 80 000 nodes, 60 levels. The part of hierarchy is shown on Figure 2.

The second step is to construct vectors for words that are absent in tokens list. Word 'mount' is related to words 'install', 'set up' and 'plug-in'. This case is shown on Figure 3. For the other two words:

1. 'bug': 'failure', 'error', 'lack'
2. 'interface': 'structure', 'rule', 'protocol'

Then the sentences could be processed by neural network language model. The first 3-5 generated words has been taken as an output result:

4https://github.com/ppleskov/Russian-Language-Model
1. Input: ’who can mount a new hard drive?’. Output: ’server has processor core’

2. Input: ’this part has a bug you need to fix it’. Output: ’patch will be coming soon’

3. Input: ’this class could not be inherited from this interface’. Output: ’protocol is failed’

The results below were generated when one the most similar word has been used instead of vector calculation.

1. Input: ’who can mount a new hard drive?’. Output: ’trip will be long and pleasant’

2. Input: ’this part has a bug you need to fix it’. Output: ’anti insect service’

3. Input: ’this class could not be inherited from this interface’. Output: ’the whole building is a heritage’

Neural network output in first two cases uses the common word meanings and produces wrong context. In the last case the word ’interface’ were just ignored and the context produced was based on word ’inherited’ only.

4 Conclusion

In this paper an attempt to apply transfer learning technique to special domains was made. The proposed approach allows to use not learned words with pre-trained neural network language model. It is important in domains with insufficient amount of texts to train custom language model or when the calculation resources are limited. Also this technique could be used to prototype and check ideas (hypothesis) before starting to teach custom language model.

The results shows effectiveness of proposed approach but more thorough experiments need to be done. Further studies will involve comparison of different neural network architectures within proposed approach, searching a way of fine tuning the language model and comparison of effectiveness in different NLP benchmarks. Besides it is important to develop extension to existing neural network frameworks to support not only a custom head but custom tails also.

Acknowledgement

The work was supported by the Russian Foundation for Basic Research (Projects No. 17-47-00973, No. 18-47-730019).

References


