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Abstract. The communication between nurses and patients plays an important role in medical work. Perception and expression of emotions are key factors in the nurse-patient dialogue system. Using empathy between nurses and patients can make their communication more effective. With the development of artificial intelligence, an important research direction of computer-aided diagnosis is to enable computers to perceive the emotions of nurses and patients, and to make situational responses to specific emotions. This paper, we present a virtual machine model based on deep learning, which is used to simulate the emotional expression of empathy dialogue between nurses and patients. Firstly, the emotional expression between nurses and patients is simulated by embedding the text dialogue of emotion category, then the attention mechanism is used to capture the changes of emotion in the text dialogue, and finally, the words with emotion are used to express the emotion explicitly. The results of the experiment indicate that the proposed model can not only generate the content in accordance with the dialogue scenario, but also generate emotions.
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1. Introduction

The ability to perceive and express emotions is one of the most important cognitive behaviors of human beings[1,2]. With the development of society, the demand for medical care has expanded from simple disease treatment to medical technology, medical environment, service attitude, and even higher spiritual needs. Communication between nurses and patients is a concrete manifestation of human-computer communication ability in medical work. It is an important research direction of computer aided diagnosis to let the computer perceive the emotions of the nurses, understand the emotions of the nurses and make the corresponding emotions. Studies have shown that the level of empathy directly affects the quality of care, and empathy is a key factor for effective communication and understanding between nurses and patients [3, 4]. The word 'empathy' can be translated into many ways In psychology, not sympathy, but reasonable, understanding, which is the ability to put yourself in their shoes and try to understand why they think the way they do[5,6].

We design a sequence-sequence generation model with emotional perception and expression mechanism for nurse-patient empathy. The emotional expression between nurses and patients is simulated by embedding the text dialogue of emotion category, then the attention mechanism is used to capture the changes of emotion in the text dialogue, and finally, the words with emotion are used to express the emotion explicitly. The proposed model can not only generate content in accordance with the conversation situation, but also generate emotions, which achieves the desired experimental objectives.

In summary, this paper makes the following contributions:
An emotional interaction model for nurse-patient empathy was proposed.
The emotion category is embedded in the dialogue and the perception and expression of emotion are realized.
The proposed model can not only generate the content in accordance with the dialogue scenario, but also generate emotions.

2. Related Work

Perception and expression of emotions has always been the focus of human-computer interaction research. Analyzing the emotion of dialogue between nurses and patients and making appropriate response to it can improve the satisfaction of patients. In 1966, Joseph Weizenbaum, a professor at the Massachusetts Institute of Technology (MIT), developed a chat robot called ELIZA, which was used to simulate a psychiatrist in clinical treatment. This is the first time that a chat robot has been used in medical treatment career [7]. In 1995, a chat robot named A.L.I.C.E (Alicebot) was developed and won the European Artificial Intelligence Award several times [8]. In 2005, Prendinger [9] embedded emotional words into conversation, and concluded that embedding emotions in conversation system can significantly reduce user pressure and enhance user satisfaction. Skowron [10] proposed a conversation system named "emotional audience" in 2010, which aims at detecting and adapting users' emotional state, and responding meaningfully to users' words in terms of content and emotion. In 2017, Cagan et al. [11] combined grammatical information to generate comments for documents using emotions and topics. In 2017, Ghosh et al. [12] proposed an emotional language model to generate text based on contextual and emotional categories. On the basis of predecessors, we proposed an empathetic text generation for the nurse-patient dialogue.

3. Data Preparation

It is a challenge to solve the empathy factor in large-scale session generation. Emotional tagging for dialogue is a fairly subjective work and it is difficult to obtain high quality emotional tagging data in large-scale corpus. Since there is no available data for empathy dialogue nowadays, we trained several classifiers on the NLPCC2017 dataset, and then selected the classifier with the best classification accuracy to automatically annotate the conversations gathered from the network.

3.1 MLP

Multilayer Perceptron (MLP) is also called Artificial Neural Network. In addition to the input and output layers, there are many hidden layers in the middle. The main purpose of the hidden layer is to enhance the expression ability, the more layers of the hidden layer, the higher the natural expression ability. The simplest MLP contains only one hidden layer, namely three layers. The simplest structure of multi-layer perceptron is shown in Fig. 1

![Fig. 1 The simplest structure of multi-layer perceptron](image)

Fig. 1 The simplest structure of multi-layer perceptron

The process can be formulated as follows:

\[
\begin{align*}
  f(x) &= G(b^{(2)} + W^{(2)}(s(b^{(1)} + W^{(1)}x))) \\
  \text{Where } x & \text{ is the input element of the input layer, } W^{(i)} & \text{ is the weight parameter of each layer, } b^{(i)} & \text{ is the parameter of each layer offset, and the function } s(\cdot) & \text{ usually adopts the following two functions:} \\
  \text{sigmoid}(a) &= \frac{1}{1 + e^{-a}} \\
  \text{tanh}(a) &= \frac{e^a - e^{-a}}{e^a + e^{-a}} \\
  \text{The function } G(\cdot) & \text{ can be formulated as follows:}
\end{align*}
\]
\[ \text{softmax}(z_j) = \frac{e^{z_j}}{\sum_{i=1}^{n} e^{z_i}} \] (4)

### 3.2 LSTM

Long Short-Term Memory (LSTM) not only solves the problem of long-distances dependencies, but also solves the problem of gradient vanishing and explosion in the traditional RNN model [13]. The LSTM network structure is shown in Fig. 2.

![Fig. 2 The structure of LSTM network](image)

The LSTM model consists of a series of repetitive timing modules, at time \( t \), the input gate, the forget gate, and the output gate, denoted as \( f_t \), \( i_t \) and \( o_t \) respectively. The process can be formulated as follows:

\[
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad (5) \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad (6) \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \quad (7) \\
    c_t &= f_t \Theta c_{t-1} + i_t \Theta \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \quad (8) \\
    h_t &= o_t \Theta \tanh(c_t) \quad (9)
\end{align*}
\]

Where \( W_f, W_i, W_o, \) and \( W_c \) are the weight matrices that map the input of the hidden layer to the state of the three gates and the input unit. The \( b_f, b_i, b_o, \) and \( b_c \) are used to represent four bias vectors, respectively. The \( \sigma(\cdot) \) is the activation function, which usually uses the \( \text{sigmoid} \) function to perform the operation. The \( \tanh(\cdot) \) is the hyperbolic tangent function, and the \( \Theta \) is used to represent the dot product operation.

### 3.3 Bi-directional LSTM

One shortcoming of conventional LSTM is that they can only take advantage of the previous context, but bidirectional LSTM (Bi_LSTM) processes bidirectional data through two independent hidden layers, and then fed forwards the two hidden layers to the same output layer, thus overcoming the shortcomings of traditional LSTM[14]. Bi_LSTM considers the context of the text at the same time. Fig. 3 illustrates the structure of an expanded Bi_LSTM layer, which consists of a forward LSTM layer and a backward LSTM layer.
The hidden state $H_t$ of Bi_LSTM at time $t$, including forward $\tilde{h}_t$, and backward $\tilde{h}_t$:

$$\tilde{h}_t = \text{LSTM}(h_{t-1}, w_t, c_{t-1}), t \in [1, T]$$  
$$\tilde{h}_t = \text{LSTM}(h_{t+1}, w_t, c_{t+1}), t \in [T, 1]$$

3.4 Bi_LSTM+Attention

The Attention mechanism simulates the characteristics of human brain that can capture important information, so that the model can capture the most important parts of the sentence under the consideration of different aspects. The Attention mechanism has been applied in many fields, such as Xu[15] introduced an attention based model, which can automatically learn to describe the content of an image. Mnih [16] proposed an attention model based on neural network, which can select a series of regions or locations autonomously, and only process the selected regions at high resolution, so as to extract information from images or videos. According to the characteristics that attention mechanism can focus on different parts of sentences, Wang [17] proposed an emotional classification model based on attention-based long and short memory networks. Fig. 4 is the model structure of attention mechanism.

In the above formula, $u_r$ is the hidden unit of $x_t$, $u_w$ is the context vector, $a_t$ is the attention vector, $v$ is the output vector through the attention mechanism, $u_w$ is a random initialization and continuous learning in the training process.

3.5 Classification

According to the four classifiers mentioned above, we trained in NLPCC2017 dataset, Which is manually annotated with 6 emotion categories: Angry, Disgust, Happy, Like, Sad, and Other. We then...
partitioned the NLPCC2017 dataset into training and validation, with the ratio of 8:2, the statistics of it are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Others</th>
<th>Like</th>
<th>Sad</th>
<th>Disgust</th>
<th>Angry</th>
<th>Happy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>213567</td>
<td>183608</td>
<td>124055</td>
<td>154158</td>
<td>88124</td>
<td>128487</td>
</tr>
<tr>
<td>Test</td>
<td>53354</td>
<td>46031</td>
<td>31183</td>
<td>38442</td>
<td>21884</td>
<td>32105</td>
</tr>
</tbody>
</table>

Table 1 Statistics of the NLPCC2017 dataset
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Table 2 Classification accuracy on the NLPCC2017

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>68.55%</td>
</tr>
<tr>
<td>LSTM</td>
<td>80.86%</td>
</tr>
<tr>
<td>Bi_LSTM</td>
<td>82.90%</td>
</tr>
<tr>
<td>Bi_LSTM+Attention</td>
<td>85.68%</td>
</tr>
</tbody>
</table>

The results in Fig. 5 and Table 2 show the classification results of all the neural classifiers, and the Bi_LSTM+Attention classifier achieves the best accuracy of 85.68%. Then, we applied the best classifier, Bi_LSTM+Attention, to annotate six emotion categories for Datasets collected from the web. The statistics on the distribution of data on different emotions in training and validation sets are shown in Table 3.

<table>
<thead>
<tr>
<th>Category</th>
<th>Train</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Others</td>
<td>198069</td>
<td>16362</td>
</tr>
<tr>
<td>Like</td>
<td>200001</td>
<td>15247</td>
</tr>
<tr>
<td>Sad</td>
<td>181252</td>
<td>7727</td>
</tr>
<tr>
<td>Disgust</td>
<td>200001</td>
<td>10727</td>
</tr>
<tr>
<td>Angry</td>
<td>139883</td>
<td>4134</td>
</tr>
<tr>
<td>Happy</td>
<td>200001</td>
<td>6788</td>
</tr>
</tbody>
</table>

Table 3 Statistics of the Dataset

4. Emotional Chatting Machine

4.1 Encoder-Decoder Framework

The Encoder-Decoder framework can be understood as a generic processing model that generates another sentence from one sentence. For the sentence pair \( <X, Y> \), our goal is to give the input sentence \( X \), expecting to generate the target sentence \( Y \) through the Encoder-Decoder framework. \( X \) and \( Y \) are each composed of a sequence of words.
Our model is based on an encoder-decoder framework, which combines sequence-to-sequence (seq2seq) with attention structure. The structure is shown in Fig. 6.

Fig. 6 Attention mechanism in Encoder-Decoder framework

The model with Attention mechanism in Encoder-Decoder framework can be summarized as follows:

\[
p(y_{t+1} | y_1, y_2, ..., y_{t-1}, x) = g(y_{t-1}, s_t, c_t)
\]

(16)

\[
s_t = f(s_{t-1}, y_{t-1}, c_t)
\]

(17)

\[
c_t = \sum_{j=1}^{T_y} a_{yj} h_j
\]

(18)

\[
a_{yj} = \frac{\exp(e_{yj})}{\sum_{t=1}^{T_y} \exp(e_{yt})}
\]

(19)

\[
e_{yj} = score(s_{t-1}, h_j) = v^T \tanh(W_{hj} + U_{hj})
\]

(20)

Where \(s_t\) is the state of the hidden layer of step \(t\) in the output network, \(h_j\) is the state of the hidden layer of step \(j\) in the input network, \(a_{yj}\) is the weight. In the \(t\) th step of the output network, the sum of \(a_{yj}\) is 1. \(e_{yj}\) is to measure the correlation between \(s_{t-1}\) and \(h_j\). If the higher the correlation between \(s_{t-1}\) and \(h_j\), the more attention should be focused on the elements near the \(j\) position in the input and give them a higher weight. In different papers, the calculation method of \(e_{yj}\) is different. For details, please refer to the literature [18, 19].

4.2 General Framework

First, we get tens of thousands of conversational data from the network, including a post and a response, this dataset is good enough to train the models in practice. Then we use the previously trained sentiment classifier (Bi_LSTM+Attention classifier, accuracy 85.68%) to automatically mark the emotional categories of posts and responses, which will be labeled as one of the categories of "happy, like, sad, disgusted, angry, and other". These marked conversation data will be sent to the emotional expression module to get a response to the corresponding emotion based on the sentiment of the posting. Finally, we will judge the sentiment type of the response sentence obtained to judge the empathy accuracy of the generated statement. The overall framework is shown in Fig. 7.
4.3 Experimental Result

Table 4 Accuracy of empathy for different emotional categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Test</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Others</td>
<td>1534</td>
<td>0.962</td>
</tr>
<tr>
<td>Like</td>
<td>1365</td>
<td>0.966</td>
</tr>
<tr>
<td>Sad</td>
<td>1430</td>
<td>0.994</td>
</tr>
<tr>
<td>Disgust</td>
<td>1256</td>
<td>0.934</td>
</tr>
<tr>
<td>Angry</td>
<td>1196</td>
<td>0.904</td>
</tr>
<tr>
<td>Happy</td>
<td>1432</td>
<td>0.990</td>
</tr>
</tbody>
</table>

In order to judge whether the sentences generated by the model have the characteristics of empathy, for each kind of emotion, we collected several questions to test the model. If the emotional category of the response is the same as the post, we believe that the response is empathic. The statistics of the empathy accuracy rate of different categories of sentiment data are shown in Table 4.

We present some examples in Table 5. The words marked red are emotional words corresponding to a given emotional category. It can be seen that for a given post, the model can not only generate content in accordance with the conversation situation, but also generate emotions.
Table 5 Sample responses generated by our model

<table>
<thead>
<tr>
<th>category</th>
<th>Post (translated)</th>
<th>response (translated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>like</td>
<td>I looked at it, and I thought it was good.</td>
<td>I think it's pretty good.</td>
</tr>
<tr>
<td></td>
<td>I expect you to find out how much I love you.</td>
<td>I love you too.</td>
</tr>
<tr>
<td></td>
<td>Be my girlfriend, I will make you happy.</td>
<td>I'll make you happy, too.</td>
</tr>
<tr>
<td>sad</td>
<td>I have a sore throat and swollen gums.</td>
<td>You're so pathetic.</td>
</tr>
<tr>
<td></td>
<td>It's been two hours. why hasn't anything shown up yet?</td>
<td>Oh, I don't want that to happen.</td>
</tr>
<tr>
<td></td>
<td>I was in a bad state of mind this morning because I didn't sleep well last night!</td>
<td>I was in a bad state of mind this morning, too.</td>
</tr>
<tr>
<td>disgust</td>
<td>When I think of the food on the plane today, I want to vomit.</td>
<td>It's so disgusting!</td>
</tr>
<tr>
<td></td>
<td>You already know, why not say it earlier? it's a loud hindsight.</td>
<td>It's my problem. don't take it seriously. don't say that about me.</td>
</tr>
<tr>
<td></td>
<td>Give me some reason to pay attention to Chinese football! Hurt me again and again.</td>
<td>Stop paying attention to Chinese football. it's disgusting to think about it.</td>
</tr>
<tr>
<td>angry</td>
<td>I've been waiting for you to eat for three hours.</td>
<td>Isn't it right to wait for us to eat?</td>
</tr>
<tr>
<td></td>
<td>I will never look for you again.</td>
<td>What did you say? When are you coming?</td>
</tr>
<tr>
<td></td>
<td>It is your money that irritated me! You are an idiot! I called you but you didn't pick it up!</td>
<td></td>
</tr>
<tr>
<td>happy</td>
<td>Happy birthday, I love you.</td>
<td>Aha!</td>
</tr>
<tr>
<td></td>
<td>Sister should formally wish you a happy holiday! Get what you want!</td>
<td>Ha, thank you for your blessing! I miss you.</td>
</tr>
<tr>
<td></td>
<td>You are so beautiful!</td>
<td>Haha, thank you.</td>
</tr>
<tr>
<td></td>
<td>The good news of their marriage made me want to get married, too.</td>
<td>Ha, you come here and we'll get married.</td>
</tr>
<tr>
<td>others</td>
<td>Where's the boss?</td>
<td>He's at the Beijing International Convention and Exhibition Center.</td>
</tr>
<tr>
<td></td>
<td>What time does this start?</td>
<td>Let's make it Wednesday for the time being.</td>
</tr>
<tr>
<td></td>
<td>What time does the teacher come back?</td>
<td>The teacher will be back on Sunday.</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

This paper explores an empathic textual dialogue of nurse-patient relationships, which shows that computers can express initial emotions. Through the training of a large number of conversational corpus, the computer can respond to different emotions, which can be used in more complex medical tasks such as emotional care, psychological counseling and so on. In perception and expression of emotions, robots should be able to recognize, understand and express human emotions from multi-modal information, such as text, voice and expression. This requires the comprehensive
application of natural language understanding, speech recognition and synthesis, visual information processing, robot planning and execution and other technologies.

In the future work, we will explore how to predict the emotional content that the computer is most suitable for in response to the user's input and the current situation.
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