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\textbf{ABSTRACT}

Emotion recognition is of great significance to computational intelligence systems. In order to improve the accuracy of emotion recognition, electroencephalogram (EEG) signals and external physiological (EP) signals are adopted due to their perfect performance in reflecting the slight variations of emotions, wherein EEG signals consist of multiple channels signals and EP signals consist of multiple types of signals. In this paper, a multimodal emotion recognition method based on convolutional auto-encoder (CAE) is proposed. Firstly, a CAE is designed to obtain the fusion features of multichannel EEG signals and multitype EP signals. Secondly, a fully connected neural network classifier is constructed to achieve emotion recognition. Finally, experiment results show that the proposed method can improve the accuracy of emotion recognition obviously compared with other similar methods.
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1. INTRODUCTION

An emotion is a mental and physiological state which results from many senses and thoughts \cite{1}. Usually, positive emotions include satisfaction and excitement whereas negative emotions include depression and wrath. Positive and negative emotions both have visible influence on individuals' behaviors. Consequently, emotion recognition can be used to assist computational intelligence systems. For example, in a medical emergency system \cite{2}, if the emotions of patients, especially of those with communication barriers, can be identified, the optimal emergency strategy can be selected, which makes the whole system more effective.

There are many researchers who pay their attention to EEG signals due to the ability of signals to reflect human emotions intuitively \cite{3}. Compared with a single-channel EEG signal, multichannel EEG signals make the recognition accuracy higher and are preferred by researchers for emotion recognition. For example, Atkinson \textit{et al}. \cite{4} use the band-pass filter to extract features from multichannel EEG signals, then reduce the dimension of the extracted features by the minimum redundancy-maximum-relevance (mRMR) method. After that the features are used to identify emotions in terms of valence and arousal by the support vector machine (SVM). Ghare \textit{et al}. \cite{5} obtain four different frequency bands from multichannel EEG signals by the discrete wavelet transform. Then they extract statistical features and energy features from each of the four frequency bands. After that emotions are identified by SVM in terms of valence and arousal. Zhuang \textit{et al}. \cite{6} utilize the empirical mode decomposition (EMD) to extract features from multichannel EEG signals. EMD can represent a signal in the form of a sum of multiple intrinsic mode functions (IMFs) and a residual signal, which enables researchers to extract statistical features from every IMF. In the end, they carry out emotion classification by SVM in terms of valence. Compared with wavelet transform, EMD can extract features from signals in different frequencies more efficiently, however, the effective information of EEG signals is not completely extracted because of the existence of residual signal.

To further improve the accuracy, some researchers add EP signals as supplements to recognize emotions. \cite{7} Accordingly, several multimodal feature fusion methods are proposed. Generally, EP signals consist of multiple types such as electrooculogram (EOG), galvanic skin response (GSR), skin temperature (ST), and respiratory belt (RB). The multimodal feature fusion methods can combine EEG signals with EP signals to produce fusion features. Liu \textit{et al}. \cite{8} adopt a single-type EP signal and a single-channel EEG signal for emotion recognition. An auto-encoder (AE) based on Restricted Boltzmann Machine (RBM) is used to fuse the two kinds of signals, and then SVM is applied to recognize emotion in terms of valence. Yin \textit{et al}. \cite{9} also conduct emotion recognition with a single-type EP signal and a single-channel EEG signal. The difference is that the signals are normalized at first and an AE based on fully connected neural networks (FCNNs) is used for feature fusion. In the end, they adopt the FCNN classifier to recognize emotions in terms of valence. However, the AE mentioned above can only perform feature fusion of a single-type EP signal and a single-channel EEG signal. In contrast, the convolutional auto-encoder (CAE) can achieve multimodal feature fusion of various inputs from the convolutional neural networks (CNNs) which has been successfully applied in image recognition \cite{10–13}. In this paper, CAE is used for emotion recognition.
In order to obtain the fusion features of multichannel EEG signals and multitype EP signals to improve the accuracy of emotion recognition, this paper proposes a new multimodal emotion recognition method based on CAE. First of all, a CAE is designed to obtain the fusion features of multichannel EEG signals and multitype EP signals. After that, a FCNN classifier is constructed. Finally, the fusion features are fed to the FCNN classifier to obtain emotion classification results.

The rest of the paper is structured as follows: the dataset for emotion analysis and the concept of CAE are introduced in Section 2. In Section 3, the multimodal emotion recognition method based on CAE is proposed. In Section 4, experiments and analysis are presented, including parameters selection, emotion recognition result, and comparison analysis. Conclusion are given in Section 5.

2. RELATED WORK

2.1. Database for Emotion Analysis Using Physiological Signals

Koelstra et al. [14] adopt music videos to induce participants to generate emotion variations, then use electrode caps to collect EEG signals of different cerebral cortex channels. They arrange those signals and then publish a database for emotion analysis using physiological signals (DEAP). Firstly, they select 32 participants to get involved in the data collecting experiments and select 40 videos which induce participants to generate emotion variations. Each video is one minute long. Second, each participant is required to wear a data collecting device which is able to collect EP signals of 8 types and EEG signals from 32 different channels. Three seconds before the video is played, the device starts to record EP signals and EEG signals when the participant is still in a calm mood. Additionally, the researchers collect each EEG signal for 63 seconds for down-sampling at a frequency of 128 Hz. Finally, they label each participant’s emotion in terms of four indicators such as valence, arousal, dominance, and liking as the feedback from a specific participant who has watched the videos. Table 1 is an example of data for one participant.

<table>
<thead>
<tr>
<th>Name</th>
<th>Shape</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>40 x (32 + 8) x 63 x 128</td>
<td>Video x (channel + T type) x seconds x sampling frequency</td>
</tr>
<tr>
<td>Labels</td>
<td>40 x 4</td>
<td>Video x (valence, arousal, dominance, liking)</td>
</tr>
</tbody>
</table>

DEAP, database for emotion analysis using physiological signals.

2.2. Convolutional Auto-Encoder

Rumelhart et al. [15] first propose the concept of AE and employ it to process data with large dimensions. AE mainly consists of two components, the encoder and the decoder, which can be respectively realized by different neural network. On the basis of AE, Masci et al. [16] realize the encoder with CNN and propose CAE which adopts an unsupervised learning algorithm for encoding. CAE has achieved good results for unsupervised feature extraction in recent years [17, 18]. As shown in Figure 1 which presents the structure of CAE, the encoder codes the input signals to extract and fuse their features. The decoder does the opposite reconstruction work to reconstruct the input signals. Usually, it is the trained encoder which is actually used and the decoder is only used for joint training with the encoder [6, 16, 19]. Similarly in this paper, the decoder is only used for training while the encoder is used to obtain the fusion features of EEG signals and EP signals.

3. MULTIMODAL EMOTION RECOGNITION METHOD BASED ON CAE

Firstly, the framework of the multimodal emotion recognition method based on CAE is introduced. Then the two important stages of the proposed method are presented respectively: feature fusion based on CAE and emotion classification based on FCNN.

3.1. Framework of the Proposed Method

The framework of the proposed method is shown in Figure 2. In Figure 2, Input = \{S_{EEG}, S_{EP}\} consists of EEG signals from n channels and EP signals of m types, where \(S_{EEG} = \{\text{sig}_{1st \text{ EEG}}, \cdots, \text{sig}_{n^{th} \text{ EEG}}\} \) and \(S_{EP} = \{\text{sig}_{1st \text{ EP}}, \cdots, \text{sig}_{m^{th} \text{ EP}}\}\). Input \(\mathbb{R}^{n \times (n+m)}\). To be specific,
\[ \text{sig}_{\text{ith EEG}} = \left\{ S_{\text{EEG}_1^*, S_{\text{EEG}_2^*, \ldots, S_{\text{EEG}_f^*}} \right\} \]

represents the EEG signal from the \text{ith} channel and
\[ \text{sig}_{\text{ith EP}} = \left\{ S_{\text{EP}_1^*, S_{\text{EP}_2^*, \ldots, S_{\text{EP}_f^*}} \right\} \]

represents the EP signal of the \text{jth} type. \( s_{\text{EEG}_f^*} \) and \( s_{\text{EP}_f^*} \) respectively represent the EEG signal value and the EP signal value when at the time \( t \) and the sampling point \( f \).

Moreover, \( F \) in Figure 2 denotes the fusion features of EEG signals and EP signals, which is obtained by feeding \( S_{\text{EEG}} \) and \( S_{\text{EP}} \) to the trained encoder of CAE. \( \widehat{C} \) in Figure 2 denotes the emotion recognition result, which is obtained by feeding \( F \) to the trained FCNN classifier. In this paper, emotions are divided into four categories, denoted as \( \{ c_1, c_2, c_3, c_4 \} \) which are satisfaction, depression, excitement, and wrath, respectively.

### 3.2. Feature Fusion Based on CAE

The procedure of CAE used in this paper is shown in Figure 3. It can be seen from Figure 3 that a seven-layer CNN is adopted in the encoder and \( n + m \) FCNNs are used in the decoder. The encoder is used to extract and obtain the fusion features from the input signals, while the decoder is used to obtain the reconstructed signals. By comparing the original input signals and the reconstructed signals, CAE can get trained. The trained encoder is actually used to obtain the fusion features of multichannel EEG signals and multi-type EP signals. CAE used in this paper is introduced with respect to its encoder, decoder, and training.

#### 3.2.1. Encoder

The encoder of CAE is constructed by a seven-layer CNN. The output of each layer is a feature map which is calculated through convolution operations as Formula (1) and Formula (2).

\[ \text{map}_1 = \text{Input} \ast w_1 \]  
\[ \text{map}_i = \text{map}_{i-1} \ast w_i, \quad i \in [2, 7] \]

In particular, \( \ast \) represents a convolution operation. \( W = \{w_1, w_2, \ldots, w_7\} \) is the weight set of CNN, where \( w_i \) represents the weight of the \( i \text{th} \) layer. \( \text{Map} = \{ \text{map}_1, \text{map}_2, \ldots, \text{map}_7 \} \) is the output set, where \( \text{map}_i \) represents the output of the \( i \text{th} \) layer. The output of the last layer, \( \text{map}_7 \), is converted into the encoded sequence via Formula (3).

\[ F = \text{Flatten}(\text{map}_7) \]

The convolution operation depends on the size and number of convolution kernel. Consequently, different size and number of convolution kernel may lead to different computational complexity and feature fusion effect. The \( 3 \times 3 \) convolution kernel is adopted in the first layer and second layer to extract features from EEG signals and EP signals, for that the \( 3 \times 3 \) kernel can obtain the same feature extraction effect with fewer parameters [20, 21] comparing to larger convolution kernels such as the \( 5 \times 5 \) or the \( 9 \times 9 \) convolution kernel. The \( 1 \times 1 \) convolution kernel is accordingly adopted in the third layer to fuse EEG signals and EP signals to produce the preliminary fusion features, as shown in Figure 4, for that the \( 1 \times 1 \) convolution kernel is frequently used to fuse features [22, 23]. In Figure 4, the blue balls and red balls, respectively, represent the extracted features of EP signals and EEG signals, while the yellow balls represent the preliminary fusion features. After that,
the fourth to sixth layers perform the same operation to produce the final fusion features as the first to third layers to produce the preliminary fusion features. Finally, based on the actual size of feature map outputted by the upper layer, the $2 \times 7$ convolution kernel, which is conducive to transform the final fusion features into the form of encoded sequence, is used in the seventh layer. The size of convolution kernel adopted in this paper is shown in Table 2, and the number of convolution kernel will be discussed in Section 4.1.1.

**Table 2** Size of convolution kernel.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Convolution Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>First layer</td>
<td>3 × 3</td>
</tr>
<tr>
<td>Second layer</td>
<td>3 × 3</td>
</tr>
<tr>
<td>Third layer</td>
<td>1 × 1</td>
</tr>
<tr>
<td>Fourth layer</td>
<td>3 × 3</td>
</tr>
<tr>
<td>Fifth layer</td>
<td>3 × 3</td>
</tr>
<tr>
<td>Sixth layer</td>
<td>1 × 1</td>
</tr>
<tr>
<td>Seventh layer</td>
<td>2 × 7</td>
</tr>
</tbody>
</table>

### 3.2.2. Decoder

The decoder of CAE is constructed by $n + m$ FCNNs. Each FCNN with $F$ as its input is used to output a reconstructed single-channel EEG signal or a reconstructed single-type EP signal.

Each FCNN has a hidden layer $H$ and obtains its output via Formula (4). $\Psi = \{\Psi_1, \Psi_2\}$ is the weight set of FCNN in the decoder, where $\Psi_1$ represents the weight from the input layer to the hidden layer and $\Psi_2$ represents the weight from the hidden layer to the output layer. After that, the output of FCNN is transformed via Formula (5), where $R_{\text{sig}_{ith\ EEG}}$ represents the reconstructed EEG signal from the $ith$ channel and $R_{\text{sig}_{jth\ EP}}$ represents the reconstructed EP signal of the $jth$ type. Finally, the reconstructed signals $Rec = \{R_{\text{EEG}}, R_{\text{EP}}\}$ can be obtained by appending the outputs of all FCNNs, where $R_{\text{EEG}} = \{R_{\text{sig}_{1st\ EEG}}, \ldots, R_{\text{sig}_{ith\ EEG}}, \ldots, R_{\text{sig}_{nth\ EEG}}\}$ and $R_{\text{EP}} = \{R_{\text{sig}_{1st\ EP}}, \ldots, R_{\text{sig}_{jth\ EP}}, \ldots, R_{\text{sig}_{mth\ EP}}\}$, $Rec \in \mathbb{R}^{t \times f \times (m+n)}$.

$$
\begin{align*}
H &= F\Psi_1 \\
output &= H\Psi_2 
\end{align*}
$$

$$
R_{\text{sig}_{ith\ EEG}}|R_{\text{sig}_{jth\ EP}} = \text{Stack}(\text{output})
$$

### 3.2.3. Training

In the CAE training phase, the mean square error (MSE) of Input and Rec is used as the loss function, denoted as Formula (6). By optimizing the loss function with the stochastic gradient descent (SGD) [24], the optimal weight set $W$ of CNN in the encoder and the optimal weight set $\Psi$ of FCNN in the decoder can be finally obtained.

$$
\min_{W,\Psi} E \left( \text{Input} - \text{Rec} \right)^2 
$$

The fusion features $F$, which will be used as the input of the classifier to perform emotion recognition, can be obtained by the trained encoder of CAE.
3.3. Emotion Classification Based on FCNN

In order to accurately identify emotions, a FCNN classifier is designed in this paper. The structure of FCNN for emotion classification is shown in Figure 5. It can be seen from Figure 5 that the FCNN classifier has an input layer, two hidden layers and an output layer. The input of FCNN classifier is the fusion features $F$ which is obtained by the encoder of CAE. The output of the FCNN classifier is the emotion recognition result $C$. The FCNN classifier used in this paper is introduced with respect to its forward propagation and training.

3.3.1. Forward propagation

$\bar{C}$ is obtained through Formula (7), where $\Phi = \{\varphi_1, \varphi_2, \varphi_3\}$ represents the weight set of the FCNN classifier. The hidden layers, $\mathcal{H}_1$ and $\mathcal{H}_2$, use $\text{sigmoid}()$ as their activation functions and the output layer uses $\text{softmax}()$ as its activation function.

$$
\begin{align*}
\mathcal{H}_1 &= \text{sigmoid}(F\varphi_1) \\
\mathcal{H}_2 &= \text{sigmoid}(\mathcal{H}_1\varphi_2) \\
\bar{C} &= \text{softmax}(\mathcal{H}_2\varphi_3)
\end{align*}
$$

(7)

3.3.2. Training

In the FCNN classifier training phase, suppose there are $m$ samples, where $\{(x_1, c_1), (x_2, c_2), \ldots (x_i, c_i), \ldots (x_m, c_m)\}$. The cross-entropy loss is used as the loss function, denoted as Formula (8). Particularly, $\bar{c}_i$ is the output of the FCNN classifier with $x_i$ as its input, and $c_i$ is the actual emotion corresponding to $x_i$. The loss function is optimized by SGD with the fixed parameters of CAE, then the optimal weight set $\Phi$ of the FCNN classifier can be obtained. The trained FCNN classifier is used to classify emotions.

$$
\min_{\Phi} \frac{1}{m} \sum_{i=1}^{m} c_i \log \bar{c}_i + (1 - c_i) \log (1 - \bar{c}_i)
$$

(8)

4. EXPERIMENTS AND ANALYSIS

The proposed method is implemented with neural network framework Keras and TensorFlow in Python, and is tested on DEAP.

In order to obtain clear emotion labels, this paper uses $k$-means algorithm [25] which is a simple and fast clustering algorithm, to cluster the samples in DEAP in terms of valence and arousal. For a given sample set, $k$-means algorithm divides the sample set into $k$ clusters according to the distance between samples. The goal of this algorithm is to make the distance between samples in clusters as small as possible and the distance between clusters as large as possible. The clustering result in this paper is shown in Figure 6, where the vertical axis represents valence and the horizontal axis represents arousal. These clustering results, $\{c_1 = \text{Satisfaction}, c_2 = \text{Depression}, c_3 = \text{Excitement}, c_4 = \text{Wrath} \}$, can describe emotion states in a more objective and clear way as the labels of samples.

4.1. Parameters Selection

The proposed method requires a process of parameter adjustment to achieve better results. Therefore, different experiments are carried out to select the appropriate parameters. The number of convolution kernel in the encoder of CAE and the learning rate in the FCNN classifier are mainly discussed in the following parts:

Figure 6 | Clustering result in terms of valence and arousal.
4.1.1. Number of convolution kernel

Different number of convolution kernel can extract different granularity features from EEG signals and EP signals. However, more convolution kernels doesn’t mean better feature extraction effect. Too many convolution kernels result in too many input features of the FCNN classifier, which makes it difficult for the classifier to learn useful or important features. On the contrary, too few convolution kernels may lead to insufficient input features, which decreases the ability of the classifier to recognize emotions.

In this paper, several experiments are carried out on the number of convolution kernel. The results of the five experiments are shown in Table 3. It can be seen that the accuracy of training set and the accuracy of test set are on the rise in the first three cases. This is because that as the number of convolution kernel increases, the number of effective extracted features increases. In the last two cases, the accuracy of training set still increases, but the accuracy of test set decreases. This is because as the number of convolution kernel increases, the number of input features of the FCNN classifier still increases, resulting in over fitting of the classifier. Therefore, the number of convolution kernel in Case 3 is adopted as an optimization in this paper.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Influence of the number of convolution kernels on the accuracy.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Case 2</td>
</tr>
<tr>
<td>First layer</td>
<td>16</td>
</tr>
<tr>
<td>Second layer</td>
<td>16</td>
</tr>
<tr>
<td>Third layer</td>
<td>32</td>
</tr>
<tr>
<td>Fourth layer</td>
<td>32</td>
</tr>
<tr>
<td>Fifth layer</td>
<td>64</td>
</tr>
<tr>
<td>Sixth layer</td>
<td>64</td>
</tr>
<tr>
<td>Seventh layer</td>
<td>128</td>
</tr>
<tr>
<td>Accuracy of training set</td>
<td>0.703</td>
</tr>
<tr>
<td>Accuracy of test set</td>
<td>0.659</td>
</tr>
</tbody>
</table>

4.1.2. Learning rate

The learning rate is a parameter in the FCNN classifier training phase. The size of learning rate can directly affect whether FCNN converges. If the learning rate is too high, FCNN will be unable to converge. Conversely, a too low learning rate can cause FCNN to converge very slowly and fall into a local optimum. Therefore, choosing an appropriate learning rate can make the loss decrease rapidly in the initial stage of training, and make FCNN obtain the global optimal solution.

This paper uses the exponentially decayed learning rate method [26] for training the FCNN classifier. Table 4 shows the influence of initial learning rate and the decay on both the steps and the loss. It can be seen from Table 4 that when the initial learning rate is 0.1, FCNN cannot converge due to the high learning rate. When the initial learning rate is 0.001, the optimal decay is 0.96. In this case, FCNN converges around 3000 training steps, and the loss fluctuates within 30–50 range. When the initial learning rate is 0.01, the optimal decay is still 0.96. This is the best case in which FCNN converges around 2000 training steps and the loss is the minimum.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Influence of learning rate on the steps and loss.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Learning Rate</td>
<td>Decay</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>0.1</td>
<td>0.96</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9</td>
</tr>
<tr>
<td>0.01</td>
<td>0.96</td>
</tr>
<tr>
<td>0.001</td>
<td>0.7</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8</td>
</tr>
<tr>
<td>0.001</td>
<td>0.9</td>
</tr>
</tbody>
</table>

4.2. Emotion Recognition Result

The initial learning rate and the decay in the FCNN classifier are set to 0.01 and 0.96, respectively. The loss of FCNN is smoothed and then plotted in Figure 7. Figure 7 shows the loss decreases rapidly at the first 5000 training steps. This is because the relatively high initial learning rate can make FCNN converge rapidly. As the number of steps increases, the learning rate gradually decreases. From 10 000 to 20 000 training steps, the loss decreases slowly and finally converges to the range of 10–20. Therefore, the parameters selected in this paper enable FCNN to converge quickly to the optimal solution.

The experiment settings of multimodal emotion recognition method based on CAE are shown in Table 5. The bottom row is the input signals. The seven rows above it are the settings of the seven-layer CNN used as the encoder of CAE. It should be noted that the decoder is only used for the training of CAE, so the settings of decoder are not in Table 5. The first three rows are the settings of the FCNN classifier.

Each sample used in this experiment is denoted as (Input, c). Input = \{S_{EEG}, S_{EP}\} consists of EEG signals from 14 channels, S_{EEG} = \{\text{sig}_{1st\ EEG}, \cdots, \text{sig}_{14th\ EEG}\}, and EP signals of 3 types including GSR, ST and RP; S_{EP} = \{\text{sig}_{1st\ EP}, \text{sig}_{2nd\ EP}, \text{sig}_{3rd\ EP}\}. Input \in \mathbb{R}^{2\times(n+m)}$, specifically $t = 60, f = 128, n = 14$ and $m = 3$. c = \{c_1, c_2, c_3, c_4\} is the emotion label. A total of 1280 samples are used in the experiment.
Table 5 | Experiment settings of multimodal emotion recognition method based on CAE.

<table>
<thead>
<tr>
<th>Type</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output emotion</td>
<td>Hidden unit:4, activation:softmax</td>
</tr>
<tr>
<td>Fully connection</td>
<td>Hidden unit:64, activation:sigmoid</td>
</tr>
<tr>
<td>Fully connection</td>
<td>Hidden unit:512, activation: sigmoid</td>
</tr>
<tr>
<td>Convolution</td>
<td>Kernel size:2 × 7, stride:2 × 2, padding:1</td>
</tr>
<tr>
<td>Convolution</td>
<td>Kernel size:1 × 1, stride:1 × 1, padding:0</td>
</tr>
<tr>
<td>Convolution</td>
<td>Kernel size:3 × 3, stride:2 × 2, padding:1</td>
</tr>
<tr>
<td>Convolution</td>
<td>Kernel size:3 × 3, stride:2 × 2, padding:1</td>
</tr>
<tr>
<td>Convolution</td>
<td>Kernel size:3 × 3, stride:2 × 2, padding:1</td>
</tr>
<tr>
<td>Input signals</td>
<td>60 × 128 × (14 + 3)</td>
</tr>
</tbody>
</table>

CAE, convolutional auto-encoder.

The samples are separated into eight parts at random in this paper. The cross-validation is performed eight times. For each time, one part of the samples is selected in turn as the validation set with the rest as the training set. The accuracy of each validation is shown in Figure 8. It can be seen from Figure 8 that the highest accuracy of emotion recognition is 98.4%, the lowest accuracy of emotion recognition is 84.7%. In summary, the average accuracy of emotion recognition is 92.07%.

4.3. Comparison Analysis

Considering the average accuracy of emotion recognition as the performance indicator, the proposed method is compared with other five similar methods. The result is shown in Table 6. Method 1 uses mRMR to extract features from multichannel EEG signals, then SVM is used to perform binary classification in terms of valence and arousal. Method 2 adopts EMD to extract features from multichannel EEG signals and SVM serves as a classifier in terms of valence and arousal. Method 3 uses AE to extract features from an EOG signal and a single-channel EEG signal, after that uses SVM to classify emotions in terms of valence. Method 4 uses RBM to extract features from an EOG signal and a single-channel EEG signal, then uses an FCNN classifier to identify emotions. Method 5 uses CNN to extract features from multichannel EEG signals and various EP signals, then uses a FCNN classifier to perform binary classification.

From Table 6, it is obvious that mRMR used in Method 1 and EMD adopted in Method 2 have constrained the increase of accuracy because the features extracted from EEG signals are insufficient and there are no EP signals used for supplement. Compared with the first two methods, Methods 3 and 4 conduct feature fusion of a single-channel EEG signal and a single-type signal by using AE or RBM so that the accuracy is improved. The method proposed in this paper distinguishes from these two types of methods by using multichannel EEG signals and multitype EP signals simultaneously. In our previous work [27], Method 5 extracts features from multichannel EEG signals and various EP signals directly via CNN without fusing the features. Compared with that, the encoder of CAE can fuse multimodal signals to generate fusion features through different convolution kernels. Therefore, using CAE, the proposed method obtains the best emotion recognition results.

In conclusion, the multimodal emotion recognition method based on CAE proposed in this paper can effectively fuse multichannel EEG signals and multitype EP signals to acquire fusion features, thereby improving the accuracy of emotion recognition.

5. CONCLUSION

Emotion recognition is able to assist computational intelligence systems. In this paper, a new multimodal emotion recognition method based on CAE is proposed to improve the accuracy. Firstly, the fusion features of multichannel EEG signals and multitype EP signals are obtained by the trained encoder of CAE. Secondly, the
fusion features are fed to the trained FCNN classifier to obtain emotion classification results. Finally, experiment results on DEAP show that the average accuracy of emotion recognition is improved to 92.07% with the proposed method. In the future, the proposed method is required to test on other datasets to improve the stability.
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