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Abstract

This paper presents a new variable step size LMS algorithm based on neural network (BP-LMS). A non-linear relationship amongst the input vectors, deviation errors and the learning steps is constructed by BP model, which is employed to determine the learning steps during adaptive processing. The proposed algorithm also takes the prior knowledge into the LMS algorithm. Simulation experiments suggest that BP-LMS algorithm is capable of decreasing the time of convergent progress rapidly and satisfactory performance is attainable even with the presence of high level of noise.
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1. Introduction

Adaptive signal processing has been widely applied to system identification, sonar technology, image processing and related fields\(^\text{[1]}\). The filter parameters can be iteratively adjusted optimally based on adaptive filter theory. A simple but effective algorithm named Least-Mean-Square algorithm (LMS) was developed by Widrow and Hoff in 1960. Determining the learning step \(\mu\) is an essential problem in LMS algorithm. If \(\mu\) is selected too small the convergent speed of the algorithm will be very slow, or severe mis-adjustment (that is Mean Square Error, MSE) can easily cause instability if \(\mu\) is too large\(^\text{[2]-[3]}\). Although Widrow presented the range of learning step \(0 < \mu < 1/\lambda_{max}\), \(\lambda_{max}\) is the maximal eigenvalue of input signals) which ensures the algorithm to be convergent, the choice of optimal learning step has not been properly addressed. A lot of work has been down to compromise the convergent speed and stability. Most of these approaches are, however, simply presenting a sampling function that relates the learning steps and the mis-adjustments\(^\text{[4]-[5]}\). The present study proposes a new variable step size LMS algorithm, whose learning steps are controlled by a BP neural network (BP-LMS). We use a BP neural network to construct a mode that amongst the input vectors, deviation errors and the learning steps, in which the prior knowledge is also taken into account. Moreover, experimental results demonstrate that BP-LMS algorithm is capable of making the filter convergent with an enhanced speed while the filter is still operating in a stable state.

This paper is organized as follows: Section 2 and Section 3 are used to briefly introduce the principle of LMS adaptive filter and the BP neural network, respectively. Section 4 presents BP-LMS and its realization. And Experimental results are reported in section 5. Finally, some conclusions are drawn in section 6.

2. LMS Adaptive Filter

The realization of adaptive filter is shown in Fig. 1.

![Adaptive Filter Principle](image)

Fig. 1: Adaptive filter principle.

Here \(s(n), v(n), d(n)\) and \(e(n)\) are signal-of-interest, noise, desired signal and error respectively. LMS algorithm is described by the following equations:

\[
e(n) = d(n) - X^T(n)W(n)
\]

\[
W(n+1) = W(n) + 2\mu e(n)X^T(n)
\]

where \(\mu\) is learning step, \(X(n)\) is the input vector at sampling time \(n\), \(W(n)\) is the coefficient vector of the adaptive filter, \(d(n)\) is the expected output value, \(e(n)\) is the deviation error, The dimension of \(W(n)\) is the length of the adaptive filter.

Convergent speed and stable mis-adjustment are two important factors for evaluating the performance of an adaptive filter. In generally, decreasing the learning step \(\mu\) can reduce the stable mis-adjustment of the filter, but slows down the convergent progress. When increasing \(\mu\), the convergent speed is enhanced, but the mis-adjustment of the filter output is increased with undesirable effects.

Many researchers presented a lot of algorithms to
solve the contradiction between the convergent speed and stable mis-adjustment. However, litter attention has been paid to the non-linear relationship amongst the input vectors, deviation errors and the learning steps in these algorithms. On the other hand, the way to find the optimal learning steps used before in these algorithms are insignificant in the later stage of adaptive processing, in other words, the prior knowledge wasn’t taken into account.

In this paper, we want to take measures to look for optimal learning steps to make the stable mis-adjustment be minimal with suitable convergent speed. We assume to present a new LMS algorithm, in which the learning steps are affected by the input vectors and deviation errors, while the experience in looking for the optimal learning steps used before can contribute to find the optimal learning steps in later stage of adaptation process.

ANN (Artificial neural network) is applied in this paper since much intelligence such as self-learning and strong ability in non-linear solutions can be extracted and further utilized. Using neural network to determine the learning step in adaptive filter is a good way which can overcome the contradiction between convergent speed and stable mis-adjustment.

3. BP neural network

In recent years, people pay much attention to ANN because of its distinctive information handling and its unique calculation ability. ANN uses a flock of neural cells to form a net, which can approximate to any complex non-linear system. ANN has a lot of significant features such as self-learning, self-organization, self-adapting, fault-tolerant and so on[6]. At present, ANN has provided good results in many applications, especially MFNN (Multilayer Feed-forward Neural Network), which has been an effective tool in solving engineering problems[7].

Since hidden neural cells have been introduced into ANN, the ANN has much more capability of classification and recollection. The feed-forward, back-propagation architecture, developed in the early 1970's, is the most popular, effective, and easy to learn model for complex, multi-layered networks. It is used in many different types of applications and its greatest strength is in non-linear solutions to ill-defined problems. A typical back-propagation (BP) network has an input layer, an output layer, and at least one hidden layer. Each layer is connected to the succeeding layer, as shown in Fig.2.

The principle of BP network is that: the input value X, act on the output node through the nodes in the hidden layer, which generates the output value Y by nonlinear transformation. Each sample for network training includes: the input value X, the desired output t, and the deviation between output value Y and desired output t. The deviation can be declined in gradient trend by adjusting the connection weights W of between the node i in the input layer and the node j in the hidden layer, the connection weights T of between the node j in the hidden layer and the node k in the output layer, and the threshold. By repeating the studying and the training, the BP model parameters (connection weights and threshold) according to the min-allowed-error will be gotten, and the training will be completed[9][10].

After the BP model trained, the BP model parameters imply certain non-linear relationship between the input signal and the output signal. Corresponding response can be attained by putting input data into the trained BP network.

4. BP-LMS

In most variable step LMS algorithms, the learning steps are determined by the deviation errors through certain sampling function, whose performance are not very good. In BP-LMS, a relationship among the input vectors, deviation errors and the learning steps is built, it means that the learning steps are affected by the current input signals and the deviation errors, and methods to find the optimal learning steps used before are also valuable in later filtering process.

BP neural network used here to make the BP-LMS come true since its greatest strength in non-linear solutions[7][8]. Fig.3 shows the principle of the BP-LMS used in adaptive filter, where s(n) denotes the signal-of-interest at the sampling time n.
and \( v(n) \) is noise, which is uncorrelated with \( s(n) \), \( D(n) \) and \( e(n) \) denote desired signal and error respectively. We can see from Fig. 3 that the \( e(n) \) and \( x(n) \) at sampling time \( n \) are also employed as the input vectors of the BP model. The learning step \( \mu \) is the output of the BP network. Thus the essence of the BP-LMS algorithm is to construct a BP model to look for the optimal steps according to the input vectors and the deviation errors, which means we have to look for a suitable training sample for the BP network in the BP-LMS during the training process, by which the relationship amongst the input vectors, deviation errors and learning steps and the prior knowledge can be integrated into the BP-LMS algorithm.

Greedy algorithm is employed here to search training samples for the BP network. We test every step in the stability interval to look for the learning steps which can make the next deviation errors become minimal. The input vectors, deviation errors and the optimal learning steps are recorded as the BP-LMS training sample. After the training sample has been prepared, it is not difficulty to construct and train a BP model. Detailed principle and algorithm of BP model can be seen in Ref. [9]-[10].

After the BP model trained, the parameters of the BP model not only represent the non-linear relationship amongst the input vectors, deviation errors, and the optimal learning steps, but also manifest the effect of the prior knowledge. Thus the BP-LMS algorithm updates the filter parameters based on the following equations:

\[
\begin{align*}
    e(n) &= d(n) - X^T(n) * W(n) \\
    W(n+1) &= W(n) + \mu e(n) X^T(n) \\
    \mu &= \begin{cases} 
        \mu_{\text{max}}, & \beta > \mu_{\text{max}} \\
        \mu_{\text{min}}, & \beta < \mu_{\text{min}} \\
        \beta, & \text{else}
    \end{cases}
\end{align*}
\]

In the equations listed above, \( \beta \) is the output of the BP model according to the input vector \( x(n) \) and deviation error \( e(n) \) at the sampling time \( n \). To ensure the BP-LMS’ convergence, \( \beta \) must be less than \( 1/\lambda_{\text{max}} \) (\( \lambda_{\text{max}} \) is the maximal eigenvalue of input signals), and being positive. Instead of zero, we use \( \mu_{\text{ind}} \) (a litter decimal fraction \( ) to ensure that \( \mu \) is still influenced by the variation of error and the input signal while \( \beta \) is very close to zero so as to improves the convergence speed of the algorithm. In practical applications, the \( \mu_{\text{max}} \) and \( \mu_{\text{min}} \) can be attained by experiments\(^5\).

Once the BP model’s training work has been finished, the optimal learning steps can simple be available during the adaptive process. We only have to make the current input vector and deviation error as the input data of the BP model, then the current optimal learning step will be outputted by the trained BP model.

Based on neural network, we have successfully used the prior knowledge into LMS algorithm with the filter being guaranteed convergent more quickly. It also, to some extent, shows the BP-LMS has the ability in intelligence controlling. Simulations are performed in next section to show the performance of the BP-LMS algorithm.

5. Simulation Results

To testify the rationality and efficacy of the BP-LMS algorithm, simulations are performed and three other LMS algorithms are employed to compare the performance with the BP-LMS algorithm. One is standard LMS algorithm, whose learning step is a small positive invariable constant. Another is NLMS(Normalized Least Mean Square) algorithm, in which the learning step can be obtained by the following equation:

\[
\mu = \frac{\eta}{\delta + ||X(n)||^2}
\]

Where \( \eta \) is an adaptation constant, \( \delta \) is a positive number, which ensures the NLMS convergent if the input vector norm is small and \( X(n) \) is regarded as the input signal at the sampling time \( n \). The last is VSS-LMS(Variable Step Size Least Mean Square) algorithm\(^{[15]}\), whose learning step \( \mu_{(n+1)} \) is determined by the following equations:

\[
\begin{align*}
    e(n) &= d(n) - X^T(n) * W(n) \\
    W(n+1) &= W(n) + \mu(n+1) e(n) X^T(n) \\
    \mu(n+1) &= \begin{cases} 
        \mu_{\text{max}}, & \mu(n) > \mu_{\text{max}} \\
        \mu_{\text{min}}, & \mu(n) < \mu_{\text{min}} \\
        \mu(n), & \text{else}
    \end{cases}
\end{align*}
\]

\[
\mu(n+1) = \alpha \mu(n) + \gamma e^2(n)
\]

Where \( \alpha \) and \( \gamma \) are two parameters of the VSS-LMS algorithm, \( e(n) \) and \( \mu(n) \) are deviation error and learning step at the sampling time \( n \). \( \mu_{\text{min}} \) and \( \mu_{\text{max}} \) play the same roles what we talk about in BP-LMS algorithm.

Simulation I: comparison amongst the four algorithms when the input signal is standard sinusoidal signal:

- The order of the adaptive filter is set to \( L=10 \);
- The initial weight \( W(n) \) of the adaptive filter is defined as zero.
- The signal-of-interest \( s(n) \) is standard sinusoidal signal.
- \( v(n) \) is white Gaussian sequence, which is uncorrelated with \( s(n) \).
- The invariable learning step \( \mu \) in standard LMS algorithm is set to 0.005, and two
parameters $\eta$ and $\delta$ of the NLMS adaptive filter are defined as 0.15 and 2 respectively. Parameters $\alpha$ and $\gamma$ in VSS-LMS algorithm are set to 0.97 and 0.0008 respectively while $\mu_{\text{max}}$ and $\mu_{\text{min}}$ in this algorithm are found at 0.008 and 0.0001. And the initial learning step $\mu(0)$ is set to 0.003.

- Statistical mean times and samples are 20 and 1000, respectively.

In BP-LMS adaptive filter, firstly we have to use greedy algorithm to search the training sample for the BP model, part of the training data are listed in Fig. 4.

<table>
<thead>
<tr>
<th>Current input signal $v(n)$</th>
<th>error</th>
<th>Optimal $\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2086 0.0232 0.0908 0.0830 0.0491 0.0196 0.0000 0.0000 0.0000</td>
<td>0.0487</td>
<td>0.0480</td>
</tr>
<tr>
<td>0.0582 0.0987 0.0867 0.0136 0.0299 0.0414 0.0726 0.0002 0.0000</td>
<td>0.0528</td>
<td>0.0275</td>
</tr>
<tr>
<td>0.1222 0.0364 0.1306 0.1306 0.1553 0.0193 0.0878 0.0382 0.0342 0.2267</td>
<td>0.0738</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0376 0.0002 0.3472 0.2607 0.0198 0.0400 0.0005 0.0885 0.0190 0.0758</td>
<td>0.0272</td>
<td>0.0290</td>
</tr>
<tr>
<td>0.0482 0.0189 0.0325 0.0193 0.0163 0.0032 0.0572 0.0897 0.0385 0.0000</td>
<td>0.0484</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Fig. 4: part sample data for the BP model to train in simulation I.

A BP model then is constructed, with an 11-component input vector (10 for the input signal of the adapt filter and one for the error produced under the assumed conditions), 25 hidden units and scale output for the BP model to producing the optimal learning step $\mu$. After several experiments, the best $\mu_{\text{max}}$ and $\mu_{\text{min}}$ are found at 0.2 and 0.005, respectively.

Fig. 5: Performance of the four algorithms in low noise in simulation I.

Fig. 6: Performance of the four algorithms in high noise in simulation I.

Fig. 5 presents the performance of four methods subjected to low of noise. In this simulation, the noise added to the signal-of-interest is a zero-mean, independent Gaussian random sequence with 0.04 variance. From Fig. 5, it can be seen that the BP-LMS algorithm is capable of making the adaptive filter convergent at a much enhanced speed, about less than 100 times, that is much more rapidly than the other three algorithms. To further evaluate the performance of the algorithm, from Fig. 6, we can see that filter adjusted by the BP-LMS algorithm can be converges quickly even when the noise power was increased to 0.09. Only about 150 iterations are required whereas the VSS-LMS, NLMS and LMS algorithms, respectively, took more than 250, 300 and 400 iterations to achieve the similar level of error reduction.

Simulation II: comparison amongst the four algorithms when the input signal is white Gaussian sequence:

- The order of the adaptive filter is set to $L = 5$.
- The weight of the adaptive filter is defined as $W(n) = [0.25, 0.75, 1, 0.75, 0.25]^T$.
- The signal-of-interest $s(n)$ is zero-mean white Gaussian random with variance $\sigma^2 = 1$.
- $v(n)$ is white Gaussian sequence, which is uncorrelated with $s(n)$.
- The invariable learning step $\mu$ in LMS algorithm is set to 0.005, and two parameters $\eta$ and $\delta$ of the NLMS adaptive filter are defined as 0.15 and 2 respectively. Parameters $\alpha$ and $\gamma$ in VSS-LMS algorithm are set to 0.97 and 0.0008 respectively. $\mu_{\text{max}}$ and $\mu_{\text{min}}$ in this algorithm are found at 0.05 and 0.0005. And the initial learning step $\mu(0)$ is set to 0.005.
- Statistical mean times and samples are 200 and 1000, respectively.

Like in simulation I, greedy algorithm is employed firstly to look for the training sample for the BP model, part of the training data are listed in Fig. 7.

<table>
<thead>
<tr>
<th>Current input signal $v(n)$</th>
<th>error</th>
<th>Optimal $\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0978 0.9560 0.0456 0.0050 0.0000</td>
<td>0.0185</td>
<td>0.0405</td>
</tr>
<tr>
<td>0.1201 0.0802 0.0329 0.0067 0.0012</td>
<td>1.0904</td>
<td>0.05</td>
</tr>
<tr>
<td>0.0707 0.7085 0.7718 0.0295 0.3444</td>
<td>0.2292</td>
<td>0.0400</td>
</tr>
<tr>
<td>-0.1465 -0.0323 -0.0532 0.0997 0.7085</td>
<td>-0.5000</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Fig. 7: part sample data for the BP model to train in simulation II.

A BP model then is built, with an 6-component input vector (5 for the input signal of the adapt filter
and one for the error produced under the assumed conditions), 15 hidden units and scale output for the BP model to producing the optimal learning step $\mu$. After several experiments, the best $\mu_{\text{max}}$ and $\mu_{\text{min}}$ are found at 0.05 and 0.0005, respectively. Fig. 8 presents the performance of four algorithms subjected to low of noise, which was a zero-mean, independent Gaussian random sequence with 0.01 variance. In Fig.9, the power of the noise added to signal-of-interest was increased to 0.04. We can obtain from the two figures that, despite of the power of the noise, the BP-LMS algorithm has a faster convergence speed than three other algorithms at the same stable mis-adjustment.

From the two simulations experimental results, they all illustrate the efficacy of the BP-LMS algorithm, as well as its rationality.

Fig.8 Performance of the four algorithms in low noise in simulation II.

Fig.9: Performance of the four algorithms in high noise in simulation II.

6. Conclusions

In this paper, a BP-LMS algorithm employing a new adaptive step size control technique was proposed. The new algorithm, whose learning step is controlled via a BP neural network, possesses desirable features that are significant for adaptive filtering applications. Simulations experimental results have demonstrated the BP-LMS algorithm’s advantageous features and its ability to maintain convergence rate improvements with small mis-adjustment under different environmental conditions.
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