Automatic Semantic Annotation for Image Retrieval Based on Multiple Kernel Learning
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Abstract—The image low level features have a gap with the high level semantic feature which human understand, the researches begin to focus on automatic semantic annotation image retrieval rather than on content image retrieval. The previous methods mostly base on single kernel learning, which has some limitations, which is no effective feature information processing. In this article, an automatic image annotation framework is proposed based on Radial Basic Kernel function combining Spatial Pyramid and Histogram Intersection Kernels. This framework utilizes multiple kernel learning, the k-mean clusters the training images to dictionary. The feature parameters are optimized Spatial Pyramid and Histogram Intersection Kernel. Then radical basic kernel function trains the data and predicts the labels of the images. Spatial Pyramid, reflecting features of location information, is more exact than Bag of Word. Experimental results demonstrated that the proposed framework effectively improves the performance of image annotation and outperform state-of-the-art on the multiple databases.
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I. INTRODUCTION

Nowadays, as the image capture devices are easy to gain and internet service for sharing images is more convenient, more and more images are available. It becomes a serious problem that how to obtain the images what we want and manage the images efficiently and effectively. There are large amount of researches on image retrieval in the past two decades. Most of the researches concentrate on content based image retrieval. However, the research method leads to a semantic gap between image low-level feature with image semantic understandable by humans. To solve this problem, some researches begin to consider semantic image retrieval. We need to annotate image firstly, how to annotate exactly image become a research focus. Some researchers used the probability of associating words with image region to annotate images automatically. Such as, Mori et al [1] used a Co-occurrence Model in which they looked at the co-occurrence of words with image regions created using a regular grid. Latterly, researchers pay attention to machine learning approaches and apply them into image annotation, Kobus Barnard [2] present a statistical model for organizing image collection which integrates semantic information with associated text and visual information of image feature and the model learns relationship between text and image feature. In recent years, Multiple Instance Learning (MIL) [3] and image annotation with relevance feedback [4] are researched. However, they still can’t satisfy to us without sufficient recall ratio and precision. The method is improved by multiple kernel learning. It appears large advance, which optimize feature parameters.

The rest of the paper is organized as follows. Related work is been discussed in section 2. Then, our model and algorithms are described in detail in the section 3. This is followed by experiment setting and result evaluation in the section 4. In the section 5 we show experimental results for the different models and discussion. Section 6 summaries and concludes the paper.

II. RELATED WORK

There has been large amount of work on the image semantic annotation for image retrieval. Some research focus on relevance models. J. Jeon [5] propose two relevance models which combine the probabilistic annotation-based cross-media relevance model (PACMRRM) and direct-retrieval cross-media relevance...
mode (DRCMRM). The relevance model is built that the probabilities between the images blobs with vocabulary. There are other researches in literature regarding image retrieval and feature vector identification using Bayesian classifiers[6], which propose a novel Bayesian hierarchical method for estimating mixture models of Gaussian components. Recently, machine learning method has been used extensively in automatic image annotation, such as SVM [7], which proposed a novel approach to Automatic Image Annotation which combines both Hidden Markov Model (HMM) and Support Vector Machine (SVM). Wang Chong [8] that based on probabilistic models develop two models: multi-class sLDA (supervised Latent Dirichlet Allocation) and multi-class sLDA with annotation. It also guided that classification and annotation have some relationship. A lot of image retrieval systems adopt the scale-invariant feature transform (SIFT) descriptor [9] to capture local information and adopt BoW model to conduct object matching, but it can’t represent the information of location. All above researches have made a progress on image annotation, but there are still a distance for application in the real environment.

III. THE MODEL AND ALGORITHMS

SIFT is used to extract image feature as descriptor, and feature dictionary of training images is built by k-mean algorithms, then a spatial pyramid and HIK are used to SVM annotation. The processing is shown in the Fig 1.

A. Feature Descriptor

Images are composed of array of pixels, so they are represented by low level features in the image classification and annotation. The first step in the image semantic annotation is to extract efficient and effective visual feature from these pixels. Appropriate feature representation significantly improves the performance of the rest of progress. These low level descriptors are generally divided into two categories: global and local descriptor. The global features are mainly color, texture, shape, contours, etc. The local features include Discrete Fourier Transform, Harris, Scale Invariant Feature Transform (SIFT), etc. Ot`avio A. B. Penatti [10] presents a comparative study of color and texture descriptors considering the Web as the environment of use. They are easy to be exacted, but the problem is low precision and stabilization. SIFT [11] features are invariant to rotation, illumination, scaling, translation and even affine transformation. It has been empirically proven to be one of the most robust among the local invariant feature descriptors with respect to different geometrical changes. The basic idea is to look for the extreme points in the scale space, then filter these extreme points to find the stable feature points known as key points, and finally compute local attribution of orientation gradient and describe the key points by $4 \times 4 \times 8$ vectors. In this paper, SIFT features is chosen as the local semantic descriptors.

B. Spatial Pyramid Matching and Histogram Intersection Kernel Model

After local features are exacted, the number of key points varies in the image, researchers such as Li Fei-Fei from the Stanford University were the first to apply Bag of Words model into computer image process as a sort of features [12]. But this model neglects the connections and relative positions of features, so the result may be not precision. K. Grauman proposed Spatial Pyramid Model [13]. Let $x$ and $y$ to be two set of vectors which represent two image features in a d-dimensional feature space. Spatial pyramid matching places a sequence of increasingly grids over the feature and taking a weighed sum of the number of matches that occur at each level of resolution. Let us construct a sequence of grids at resolutions $0, 1, ..., L$ such that the grid at level $\ell$ has $2^\ell$ cells along each dimension, for a total of $D = 2^{\ell + 1}$ cells. Let $H_x^\ell$ and $H_y^\ell$ denote the histograms of X and Y at this resolution, so that $H_x^\ell(i)$ and $H_y^\ell(i)$ are the numbers of points from X and Y that fall into the $i$th cell of the grid. Then the number of matches at level $\ell$ is given by the histogram intersection function:

$$I(H_x^\ell, H_y^\ell) = \sum_{i=1}^{D} \min(H_x^\ell(i), H_y^\ell(i))$$  (1)

In the following, we abbreviate $I(H_x^\ell, H_y^\ell)$ as $I^\ell$.

Because the number of matches found at level $\ell$ also includes all the matches found at the finer level $\ell + 1$. Therefore, the number of new matches found at level $\ell$ is given by $I^\ell - I^{\ell + 1}$ for $\ell = 0, \ldots, L - 1$. The weight associated with level $\ell$ is set as $\frac{1}{2^{L-\ell}}$. After putting all the pieces together, a pyramid kernel can be expressed as:

$$K^\ell(x, y) = I^\ell + \sum_{\ell=0}^{L-2} \frac{1}{2^{\ell+1}}(I^\ell - I^{\ell+1})$$  (2)

$$= \frac{1}{2^0} I^0 + \sum_{\ell=1}^{L-2} \frac{1}{2^{L-\ell+1}} I^\ell.$$  (2)

The image space breaks down multiple scales with the method of the construction pyramid. Feature vectors are quantized all into $M$ discrete types, each channel $m$ gives us two–dimensional vector found in the respective images. The final kernel is then the sum of the separate channel kernels:

$$K^\ell(x, y) = \sum_{m=1}^{M} k^\ell(x_m, y_m)$$  (3)
When $\ell = 0$, Model would degenerate into a BOW model. Considering the fact that spatial pyramid is simply a weighted sum of histogram intersections, and $c \times \min(a, b)$ for positive number. As a single histogram intersection of long vectors, $K^\ell$ is formed by concatenating the appropriately weighted histograms of all channels at all resolutions. For $L$ levels and $M$ channels, the resulting vector has dimensionality:

$$M \times \sum_{\ell=0}^{L} 4^\ell = M \times \frac{1}{3} \times \left(4^{L+1} - 1\right) \tag{4}$$

Experiments in the article have been done by using the setting of $M = 300$ and $L = 2$, according formulation (4) resulting in 6300-dimensional histogram intersections. The parameters must be efficient because the histogram vector is refined and sparse.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{pyramid.png}
\caption{The constructing a three-level pyramid.}
\end{figure}

In the Fig 2, the circle, triangle, diamond represent respectively various words of an image patch after image clustered into dictionary through k-mean. Each special histogram is weighted according to eq. (2).

- The image is divided into specific size blocks, such as left to right: $1 \times 1, 2 \times 2, 4 \times 4$, and then count the number of different words in each box;
- Calculate histogram of each different level within the block from left to right;
- Assign weight and Connect histogram of each level in order, and the weight increases gradually from left to right. Here we use three levels spatial pyramid matching.

C. Multiple Kernel Learning

SVM theory is an effective method to solve problems in non-linear model analysis. Based on it, Radial Basic Kernel function is taken into the proposed framework. To construct multiple kernel learning model, the simplest and most common method is to consider the convex combination and the basic kernel functions as follows:

$$k(x, y) = \sum_{m=1}^{M} \beta_m k_m(x, y) \tag{5}$$

In this formulate, $k_m(x, y)$ is the basic kernel function, $M$ is the number of total basic functions, $\beta_m$ is the related weighted factor aiming at optimization. The kernel functions are combined during training stage in the model. Moreover, combinatory parameters of kernel function can be optimized for next step annotation in SVM. The features extracted from input data are transformed by mapping them to the kernel function space. Then summarizing all the features by combinatory parameters $\beta_1, \beta_2, \ldots, \beta_y$ and get the combined kernel through linear combination. At last, classification and annotation is completed by Radial Basic Kernel function, and expressed as follows:

$$k(x, y) = \exp(-\gamma \sum_{i=1}^{n} (x_i - y_i)^2) \tag{6}$$

Radial Basic Kernel function treats each dimension of feature $x$ and $y$ equally and often cannot represent the inner structure of feature. Multiple kernel learning can solve the problem. Suppose divide a pyramid feature into $m$ blocks, each of the length $L$ so that $n=M L$. Here each block corresponds to a block in certain layer of grid in the pyramid. Assign the initial values $d_1, d_2, \ldots, d_m$ to the blocks, then the following Radial Basic Kernel function is obtained:

$$k(x, y) = \sum_{i=1}^{m} d_i \exp\left(-\sum_{k=1}^{\infty} (x_k - y_k)^2\right) \tag{7}$$

Both spatial pyramid and histogram intersection are applied to optimize Radial Basic Kernel function parameters and obtain the final annotation results.

IV. EXPERIMENT SETTING AND RESULT EVALUATION

The experiments have been done on the dataset Caltech-256[14], corel5k and Stanford 40 actions [15]. We set SIFT patch size 16, and let grid spacing is 8. The training sets dictionary size is 300.

To evaluation the quality of an annotation image framework in a set of test images, we use many performance measures which are commonly used for image retrieval. All aforementioned are briefed as follow:

A. Precision

For a given query, its precision of the first $n$ results of the ranking list is defined as:

$$P = \frac{N_{rel}}{n} \tag{8}$$

Where $N_{rel}$ is the number of relevant images in first $n$ results.

B. Mean Average Precision

Mean Average Precision (MAP) is obtained as the mean of average precisions over a set of queries. Given a query, its MAP is computed by Eq. (9), where $N_{rel}$ is the number of relevant images. $N$ is the number of total retrieved images, $rel(n)$ is a binary function indicating whether the $n$ th image is relevant, and $P(n)$ is the precision at $n$ th image.

$$AP = \frac{1}{N_{rel}} \sum_{n=1}^{N} P(n) \times rel(n) \tag{9}$$
V. RESULTS AND DISCUSSION

From the illustration, it can be seen that the Adaptive Boosting (AdaBoost) without SVM is not good for the image annotation. The precision is less than 60% with the SP or BOW, and the robustness is bad. It appears unstable accuracy. Without support machine learning (SVM), the result cannot satisfy us. The rest of four methods is relatively high precision and stable by using Radial Basis Kernel function. The precision improves gradually with the increasing number of the training images. It suggests that Radial Basis Kernel function can make a distinction the image feature from the training images. There is obvious improvement in precision either combining BOW with SVM or combining SP with SVM. The spatial information affects seldom on their cooperation. When we add the histogram intersection kernel, the precision increase largely on both the above combination. It shows HIK generates better codebooks and thus improves recognition accuracy. The accuracy can increase 10% approximately in the table. Comparing these methods, we can get a conclusion that the SP+HIK+SVM is relatively better than others. It is also proved that multiple kernels model performs better than sole kernel models in the experiment.

![Figure 3. Comparing the performance of six image annotation methods by MAP](image)

It can be seen from Fig. 4 and Fig. 5, the detectors learnt was used to detect the candidate regions via MKL from all the test images, and KNN method was employed for baseline as dictionary.

As is shown in the Fig. 4, the obtained experiment results are approximately the same on different datasets by use of both corel5k and corel-256. The proposed framework is relative better than that of other methods. The precision remains at around 80%. However, the method using BOW and AdaBoost is only around 30%. The precision is more than 65% in the methods on basis of SVM. At the same time, the experiment results show that if only combining SP with SVM, the precision may be not stable, on the contrary, MKL is more robust than the previous.

Fig. 5 is a confusion matrix on the Stanford40 action. The Stanford40 action dataset contains a variety of human action such as: applauding, blowing, and cooking, etc. It is relatively difficult to learn and recognize. We dealt with 300 training images and 120 testing images in the experiments. Then MKL method is applied to the datasets and still get relatively good performance. The classification precision is above 70%. The highest precision reaches up to 95%. As the results, human actions and annotate semantic labels can be recognized.

The experiments demonstrated the MKL is benefit to image classification and annotation. It not only optimizes the feature parameters, but also increases the robustness and accuracy in the classification and semantic annotation.

VI. CONCLUSIONS

In this paper, a framework for image semantic annotation by MKL is described. Firstly, the features are extracted by SIFT to generate descriptor, then these feature descriptors are clustered and a dictionary of training sets is built, and each clustering center is a visual word. Then the features are organized via Spatial Pyramid. Thereafter MKL is applied to learn an optimal combination of histogram intersection kernels. Finally, the testing image labels are predicted by Radial Basic Kernel function, which is one of the most widely used kernel functions. The kernel function has a relative better performance in the image classification and semantic annotation. During the process, the parameters are

![Figure 4. Experiments on the datasets Corel5k and Corel-256](image)

![Figure 5. Confusion matrix on the Stanford40 action](image)
optimized by spatial pyramid and histogram intersection kernel, aiming at machine learning (SVM). SVM is no doubt the most popular classification technique as the learning model for image annotation. Each semantic concept is treated as a class and the SVM is used to estimate the class distribution. It has been verified by experiments that our model is more accurate than the previous algorithm of the same kind.

Image retrieval emphasizes real-time characteristic, and feature exacting is the most time-consuming in total process, so we try our best to improve the efficiency of feature processing and maintain high precision in image semantic annotation.
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